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The Role of Pancreatic 
Stone Protein as a 
Predictor of Sepsis 
in the Intensive Care 
Unit and Its Correlation 
With D-Dimer, 
C-Reactive Protein, and 
Procalcitonin

Darko Sazdov, Ivica Dimitrov, Androniki Bibovska

Abstract

Pancreatic stone protein (PSP) is secreted by pancreatic acinar cells. PSP 
is a damage-associated molecular pattern (DAMP) produced in response 
to sepsis. The study aims to determine the association between PSP 
values and sepsis criteria, SOFA score, mortality, and values of D-dimer, 
WBC, CRP, and Procalcitonin on admission to the ICU. This is a mono-
centric retrospective study that includes 63 patients, with a mean age 
of 62.5±15.5 years, with PSP values measured on admission to the ICU. 
Patients were stratified as having normal PSP values, low, moderate, or 
high risk for sepsis and compared with the classification based on the 
Third International Consensus Definitions for Sepsis and Septic Shock 
and to their SOFA score and laboratory parameters, including WBC, 
CRP, D-dimer, and Procalcitonin. A statistically significant difference 
was confirmed in the distribution of patients with normal PSP values, 
with low, moderate and high risk for sepsis according to PSP values in 
terms of not meeting sepsis criteria (p=0.0000), meeting SIRS criteria 
(p=0.029), meeting sepsis criteria (p=0.022) and meeting septic shock 
criteria (p=0.000), while, the difference in terms of severe sepsis criteria 
was not statistically significant (p=0.88). PSP significantly positively 
correlated with D-dimers, CRP, and PCT (R =0.4462, p=0.0008; R =0.4971, 
p=0.00003; and R=0.5825, p=0.000001, respectively). PSP may play a 
role as a predictor of sepsis severity and mortality in patients in the ICU.
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Introduction
Pancreatic stone protein (PSP) is a 16 kDa C-type lectin protein produced predomi-
nantly by the pancreas and intestine. It is a protein secreted by acinar cells to inhibit 
the growth and nucleation of calcium carbonate crystals in pancreatic juice. Preclin-
ical studies indicate that PSP is actually a molecular pattern produced in response 
to sepsis (Hu, 2023). Based on this, the question arises about the role of PSP as a 
predictor of sepsis, especially in intensive care units. Early recognition of sepsis is es-
sential to prevent complications such as multiorgan dysfunction syndrome (MODS) 
and death in patients hospitalized in intensive care units. No biomarker has yet been 
successfully implemented in daily practice with good clinical performance. Pancreatic 
stone protein (PSP) is a promising biomarker in the context of sepsis.

Study Objectives
1.	 To determine the association of PSP value with sepsis criteria in ICU patients.

2.	 To determine whether there is a connection between PSP value and D-dimer, 
WBC, CRP values, and procalcitonin measured in ICU patients.

3.	 To determine the correlation between PSP and mortality in the ICU.

4.	 To determine the correlation between PSP values and SOFA score on admissi-
on to the ICU.

Methods and Materials
This is a monocentric retrospective study that included 63 patients with an average 
age of 62.5±15.5 years, who were hospitalized in the general intensive care unit at 
Acibadem Sistina Hospital in Skopje, North Macedonia.

All patients had the following parameters upon admission to the general intensive 
care unit:

PSP, sepsis criteria, sofa score, D-dimer, WBC, CRP, procalcitonin.

PSP reference values:

•	 PSP<100ng/m	 Normal value

•	 PSP ≥100-200 ng/ml	 Low risk of sepsis

•	 PSP ≥200-300 ng/ml	 Moderate risk of sepsis

•	 PSP ≥300ng/ml	 High risk of sepsis
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Sepsis Criteria
Table 1:

Sepsis Criteria - The Third International Consensus Definitions for Sepsis and Septic 
Shock (Sepsis-3)

SIRS Criteria (≥2 meet SIRS definition)
Temp >38°C or <36°C No Yes

Heart rate >90 No Yes

Respiratory rate >20 or PaCO2 <32 mm Hg No Yes

WBC >12,000/mm3, <4,000/mm3, or >10% bands No Yes

Sepsis Criteria (SIRS + Source of Infection)
Suspected or present source of infection No Yes

Severe Sepsis Criteria (Organ Dysfunction, Hypotension, or Hypoperfusion)
Lactic acidosis, SBP <90 or SBP drop ≥40 mm Hg from normal No Yes

Septic Shock Criteria
Severe sepsis with hypotension, despite adequate fluid resuscitation No Yes

Reference Values of WBC, D-D-Dimer, CRP, and Procalcitonin
•	 WBC        4-11 *10^9/L
•	 CRP        <0.5 mg/dl
•	 PCT        <0.5 ng/ml  (Normal); 
                        0.1-0.5 ng/ml  (Local inflammation, infection); 
                        0.5-2ng/ml 	(Low- systemic anwer on inflammation); 
                        2-10 ng/ml 	(Strong - systemic answer on inflammation);
                        >10 ng/ml 	(Bacterial sepsis / septic shock)
•	 D-Dimer < 0.5 ug/ml F. EU

Inclusion and Exclusion Criteria
Patient data was obtained from the CEREBRAL+ electronic system of Acibadem 
Sistina Clinical Hospital, which contains all medical documentation for treated pa-
tients.
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Inclusion criteria

All patients who had PSP taken upon admission to the ICU.

Exclusion criteria​

•	 Death within 24 hours of ICU admission;

•	 Patients under 18 years of age;

Statistical Analysis
The statistical processing of the data received from the research was made in the 
statistical program Statistical Package for the Social Sciences (SPSS Inc., Chicago, 
Illinois) version 25.0. For the data distribution, the Kolmogorov-Smirnov and the 
Shapiro-Wilk W test were used. Qualitative variables are presented with absolute 
and relative numbers. Quantitative variables are presented with average, mini-
mum, and maximum values, standard deviation, median, and interquartile range. 
For comparison of qualitative data, Fisher’s exact test was used; quantitative vari-
ables were compared with the Kruskal-Wallis test. Correlation between two varia-
bles was analyzed with Spearman’s rank correlation coefficient.

The statistical significance was defined for p <0.05.

Ethical Aspects of the Study
For this study, the researchers have received approval from the Committee for Eth-
ical Issues at the Acibadem Sistina Hospital No. 02-2673/02.

Results
The study included 63 patients, 42(66.7%) male and 21(33.7%) female. The pa-
tients were aged 18 to 89 years, with a mean age of 62.5±15.5 years.

Table 2 shows the distribution of patients according to sepsis criteria.
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Table 2:

Distribution of Patients According to Sepsis Criteria

Sepsis criteria n (%)
Doesn’t fulfill criteria for sepsis 15 (23.81)

Criteria for SIRS 8 (13)

Criteria for sepsis 16 (25.4)

Criteria for severe sepsis 4 (6.35)

Criteria for septic shock 20 (31.75)

Patients in our study most often had PSP values of 300 ng/ml and higher, and be-
longed to the group with high risk for sepsis – 34 (53.97%), followed by 12 (19.0%) 
patients with PSP values of 200 to 300 ng/ml who have a moderate risk for sepsis, 
9 (14.29%) patients with PSP values of 100 to 200 ng/ml with a low risk for sepsis, 
and, 8 (12.7%) patients with PSP values lower than 100 ng/ml who have no risk 
for sepsis.

Table 3 shows the distribution of PSP values in patients with different sepsis crite-
ria. Patients with normal PSP values most often did not meet the criteria for sepsis 
(87.5%), patients with low risk for sepsis according to PSP most often met the 
criteria for SIRS (44.44%), patients with moderate risk for sepsis according to PSP 
met the criteria for sepsis (58.33 %), patients with high risk for sepsis according to 
PSP most often met the criteria for septic shock (55.88 %).

A statistically significant difference was confirmed in the distribution of patients 
with normal PSP values, with low, moderate and high risk for sepsis according to 
PSP values in terms of not meeting sepsis criteria ( p=0.0000), meeting SIRS crite-
ria (p=0.029), meeting sepsis criteria ( p=0.022) and meeting septic shock criteria ( 
p=0.000), while the difference in terms of severe sepsis criteria was not statistically 
significant (p=0.88). The impact of PSP was confirmed as significant for 4 out of 5 
sepsis criteria.
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Table 3:

Distribution of PSP Values in Patients With Different Criteria for Sepsis

Variable

PSP (Pancreatic stone protein)

p-level
N

Normal 
value

n (%)

Low risk 
for sepsis

n (%)

Moderate 
risk for 
sepsis

n (%)

High risk 
for sepsis

n (%)

Doesn’t fulfill 
criteria for 
sepsis

15 7 (87.5) 2 (22.22) 2 (16.67) 4 (11.76) ***p=0.0000

Criteria for 
SIRS

8 1 (12.5) 4 (44.44) 1 (8.33) 2 (5.88) *p=0.029

Criteria for 
sepsis

16 0 2 (22.22) 7 (58.33) 7 (20.59) *p=0.022

Criteria for 
severe sepsis

4 0 1 (11.11) 1 (8.33) 2 (5.88) p=0.88

Criteria for 
septic shock

20 0 0 1 (8.33)
19 
(55.88)

***p=0.000

total 63 8 9 12 34
p (Fisher’s exact test), * Sig p<0.05, ***sig p<0.0001

The comparison of patients without risk, with low, moderate, and high risk for 
sepsis according to PSP in terms of D- D-dimer, leukocyte, C-reactive protein, and 
procalcitonin values showed a statistically significant difference in terms of D- di-
mer values (p=0.0045), CRP (p=0.0003) and PCT (p=0.0001), and non-significant 
for WBC values (p=0.32) (Table 4).

Post-hoc analyses show significantly higher values of D-dimers, CRP, and PCT in 
patients with high risk of sepsis compared to patients with normal PSP (p=0.0025, 
p=0.00021, and p=0.00018, respectively).

D-dimer values in patients at high risk for sepsis versus patients with normal PSP 
were 9.08 ± 8.8 and 0.97 ± 0.8. ug /ml FEU, respectively; 24.29 ± 12.9 and 4.91 ± 
3.9 mg /dl, respectively for CRP; 19.80 ± 28.8 and 1.63 ± 4.4 ng/ml, respectively 
for PCT (Table 4).
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Table 4:

Comparison of PSP With Laboratory Parameter Values

Variable
Statistical 
parameters

PSP (Pancreatic stone protein)

Normal​ 
value

Low risk 
for sepsis

Moderate 
risk for 
sepsis

High risk 
for sepsis

D
-D

im
er

 
ug

 /
m

l F
EU

n 6 7 9 31

mean ± SD 0.97 ± 0.8​ 4.12 ± 2.6 4.83 ± 4.6 9.08 ± 8.8

median 
(IQR)

0.72(0.54-
1.01)

3.73(2.3-
5.6)

3.48(1.62-
7.6)

6.1(2.2-
12.6)

p-level
H=13. 05 * *p=0.0045

post- hoc normal value vs high risk for sepsis **p=0.0025

W
B

C 
* 

10
^9

/L

n 8 9 12 34

mean ± SD 12.19 ± 6.2 17.06 ± 9.4 18.39 ± 6.7 15.56 ± 9.7

median 
(IQR)

10.37(8.6-
14.3)

13.3(12.4-
20.3)

18.25(14.8-
23.7)

13.8(8.6-
22.4)

p-level H=3. 54 p =0.32

CR
P 

m
g 

/d
l

n 8 9 12 34

mean ± SD 4.91 ± 3.9
18.53 ± 
13.8

15.19 ± 
15.21

24.29 ± 
12.9

median 
(IQR)

3.53(2.9-6.6)
16.6(9.8-
20.0)

11.1(4.8-
21.2)

24.1(14.9-
31.5)

p-level

H=19. 1 * **p=0.0003

post- hoc normal value vs high risk for sepsis 
***p=0.00021

PC
T

 
ng

 /
m

l

n 8 9 12 34

mean ± SD 1.63 ± 4.4
1.32 ± 1.7 9.80 ± 28.5 19.80 ± 

28.8

median 
(IQR)

0.06(0.04-
0.13)

0.79(0.29-
1.45)

1.17(0.12-
3.33)

4.84(1.31-
24.6)

p-level

H=21. 39 * **p=0.0001

post- hoc normal value vs high risk for sepsis 
***p=0.00018

H (Kruskal-Wallis test, post-hoc Mann-Whitney U test), **sig p<0.01, ***sig 
p<0.0001
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PSP was significantly positively correlated with D-dimer, CRP, and PCT (R =0.4462, 
p = 0008; R =0.4971, p = 0.00003; and R = 0.5825, p = 0.000001, respectively), and 
non-significantly correlated with WBC (p = 0.99) (Table 5, Figure 1). 

PSP values increased with increasing D – D-dimer, CRP, and PCT values, and vice 
versa.

Table 5:

Correlations of PSP with D- dimer, CRP, and PCT

Spearman R t(N-2) p-level

D-Dimer 0.4462 3.5604 0.0008

WBC 0.0014 0.0107 0.99

CRP 0.4971 4.4736 0.00003

PCT 0.5825 5.5504 0.000001

Figure 1

PSP Correlations With D- D-dimer, CRP, and PCT 
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Patients with high risk of sepsis according to PSP values (44.12%) were the most 
common, followed by patients with moderate risk of sepsis (33.33%), patients 
without risk (12.5%), and patients with low risk of sepsis (11.11%). The differences 
in the distribution of deceased and living patients in relation to PSP were insuffi-
cient to be confirmed as statistically significant (p = 0.18) (Table 6).

Table 6:

Distribution of Deceased and Living Patients With Respect to PSP

Deceased

PSP (Pancreatic stone protein)

p-level
N

Normal​ 
value

n (%)

Low risk for 
sepsis

n (%)

Moderate 
risk for 
sepsis

n (%)

High risk 
for sepsis

n (%)

Yes 21 1 (12.5) 1 (11.11) 4 (33.33) 15 (44.12)
p=0.18

No 42 7 (8 7. 5 8 ) 8 (88.89) 8 (66.67) 19 (55.88)
p (Fisher’s exact test)

On admission to the ICU, patients’ SOFA scores varied significantly depending on 
the PSP values (p = 0.038). The SOFA score 0-1 had only 1 (11.11%) patient from 
the group with low risk of sepsis. Patients with normal PSP and low risk of sepsis 
had a Sofa score of 2-3 more often compared to patients with high and moderate 
risk (25% vs 22.22% vs 8.82% vs 8.33%). Sofa score of 4 - 5 was most often calcu-
lated in patients with moderate risk, followed by patients with normal PSP, with 
low and high risk of sepsis (58.33% vs 25 % vs 11.11 % vs 8.82 %). Sofa score of 6-7 
was most commonly calculated in patients with normal PSP compared to patients 
with moderate, high and low risk of sepsis according to PSP (25% vs 16.67 % vs 
11.76 % vs 11.11 %), Sofa score 8-9 was most often found in patients with normal 
PSP compared to patients with low, high and moderate risk of sepsis according to 
PSP (25% vs 22.22 % vs 20.59 % vs 8.33 %), Sofa score 10-11 was more common in 
patients with high risk compared to patients with low and moderate risk for sepsis 
(26.47% vs 11.11 % vs 8.33 % vs 0 %), and, Sofa score 12-14 was more common in 
patients with high risk for sepsis compared to the other groups (23.53 % vs 11.11 
% vs 0 % vs 0%) (Table 7).

Patients at high risk for sepsis according to PSP more frequently had SOFA scores 
of 10-11 and 12-14 compared to other patient groups.
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Table 7:

Comparison of the SOFA score with PSP on admission to the intensive care unit

Sofa  
score on 
reception  
in the ICU

PSP (Pancreatic stone protein)

p-level
N

Normal​ 
value 
n (%)

Low 
risk for 
sepsis 
n (%)

Moderate 
risk for 
sepsis 
n (%)

High risk 
for sepsis 
n (%)

0-1 1 0 1 (11.11) 0 0

*p=0. 038

2-3 8 2 (25) 2 (22.22) 1 (8.33) 3 (8.82 )

4-5 13 2 (25) 1 (11.11) 7 (58.33) 3 (8.82)

6-7 9 2 (25) 1 (11.11) 2 (16.67) 4 (11.76)

8-9 12 2 (25) 2 (22.22) 1 (8.33) 7 (20.59)

10-11 11 0 1 (11.11) 1 (8.33) 9 (26.47)

12-14 9 0 1 (11.11) 0 8 (23.53)
P (Fisher’s exact test) *sig p<0.05

A statistically significant positive correlation was found between PSP and SOFA 
score on admission (R=0.4343, p=0.0004). PSP values increased with increasing 
SOFA score, and vice versa (Table 8).

Table 8:

Correlation between PSP and SOFA score reception in the ICU

PSP with SOFA score on reception in the ICU
Spearman R t(N-2) p-level
0.4343​ 3. 7659​ 0.0004​​

Our study included 66.7% male patients and 33.7% female patients with a mean 
age of 62.5±15.5 years.

A statistically significant difference was confirmed in the distribution of patients 
with normal PSP values, with low, moderate and high risk for sepsis according to 
PSP values ​​in terms of not meeting sepsis criteria (p=0.0000), meeting SIRS crite-
ria (p=0.029), meeting sepsis criteria (p=0.022) and meeting septic shock criteria 
(p=0.000), while the difference in terms of severe sepsis criteria was not statistical-
ly significant (p=0.88).

PSP is a new biomarker that can be used for screening and diagnosis of infection 
and sepsis, but also as a prognostic marker for determining the severity and mor-
tality of patients with infection and sepsis.
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PSP significantly positively correlated with D-dimers, CRP, and PCT (R=0.4462, 
p=0.0008; R=0.4971, p=0.00003; and R=0.5825, p=0.000001, respectively), and 
insignificantly with WBC (p=0.99). (Table 5, Figure 1). PSP values ​​increased with 
increasing D-dimers, CRP, and PCT values, and vice versa. 

Discussion
Pancreatic stone protein/regenerating protein (PSP/Reg) was first discovered in 
the 1970s and named lithostathine because it was believed to help prevent the 
formation of calcium pancreatic stones. It was found to have a role in regeneration 
and cell proliferation and is a part of the so-called regenerating (Reg) gene family. A 
breakthrough study by Graf et al. (2002) revealed that even physiologic stress and 
mild stress, such as anesthesia, can produce a measurable elevation of the level of 
PSP. After these initial findings, Keel et al. (2009) did a study to determine if PSP/
Reg levels were dependent on pancreatic involvement. Therefore, they compared 
the levels of PSP/Reg and several other biomarkers and complement proteins in 
patients with polytrauma without pancreatic damage and in healthy subjects. PSP/
Reg levels are increased after trauma, and this level is correlated to the degree of 
damage. They also showed that PSP/Reg engages neutrophils and can be used as a 
biomarker for complications in the period after trauma, indicated by a significant 
increase of PSP in patients who developed infection (111.4 g/ml) and sepsis (146.4 
ng/ml). CRP, IL-6, and PCT levels were also increased, but didn’t discriminate be-
tween septic and non-septic patients (Keel, 2009).

Several studies have also investigated the potential role of PSP/Reg as a prognos-
tic biomarker, enabling clinicians to better identify high-risk patients who would 
benefit from more aggressive treatment (Lopes et al., 2022). A study from 2012 
evaluated 107 patients admitted to a mixed surgical and non-surgical ICU. 33 were 
diagnosed with severe sepsis and 74 with septic shock. The authors measured levels 
of PSP, PCT, CRP, and IL-6 24 hours from admission. They also computed APACHE 
II (Acute Physiology and Chronic Health Evaluation II), SAPS (Simplified Acute 
Physiology Score) II and III, and SOFA scores for admitted patients in the first 24 
hours after admission. Acute phase protein levels and APCHE II and SAPS II, and 
SAPS III scores were significantly higher in patients with septic shock compared to 
patients with severe sepsis. For PSP/Reg, this was a five-fold difference between 
these two groups of patients. But regardless of disease severity, only levels of PSP/
Reg and SPAS II score showed a statistically significant difference between patients 
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who survived and those who didn’t. Our monocentric retrospective study included 
63 adult patients admitted to the Surgical Intensive Care Unit and showed similar 
results. 34 of these patients or 53.97%, had a PSP value of 300 ng/ml and high-
er, and belonged to the group with high risk for sepsis, followed by 12 patients 
(19.0%) with a PSP value of 200 to 300 ng/ml and a moderate risk for sepsis, and 9 
patients (14.29%) with a PSP value between 100 and 200 ng/ml and a low risk for 
sepsis. When compared to the clinical criteria for sepsis, our study revealed a sta-
tistically significant difference in the distribution of patients with different levels 
of PSP and clinical signs of SIRS, sepsis, and septic shock. 

The use of PSP as a biomarker for sepsis was assessed in different settings and 
different patient populations alone or in combination, and was compared to other 
commonly used and new biomarkers. 

Klein et al. (2015) did a study to test the ability of PSP/Reg to predict the occur-
rence of infection in 120 cardiac surgery patients. For this purpose, they measured 
the levels of PSP, CRP, and Leucocytes on the first 3 days after surgery and found 
increased levels of PSP/Reg with infection and sepsis, even 48 hours before other 
biomarkers (Klein et al, 2015).

Klien et al. (2021) also tested the PSP/Reg as a screening tool for infection and 
sepsis in 90 patients with burns covering more than 15% of their total body surface 
area (TBSA). In this study, PSP/Reg, CRP, PCT, and Leucocyte levels were measured 
daily, 3 days after admission, to test the ability to discriminate between patients 
with inflammation, infection, and sepsis. Levels of PSP/Reg demonstrated a steep 
increase in those with sepsis, especially septic shock, even 72 hours before other 
biomarkers (Klein et al., 2021). 

A prospective multicenter study in 14 centers across Europe, including 243 ICU 
patients, confirmed these results (Pugin et al., 2021). Authors compared the clin-
ically established diagnosis of sepsis with the trend of PSP, PCT, and CRP. The 
results revealed that levels of PSP in patients admitted to the ICU can sometimes 
increase up to 5 days before the clinical diagnosis of sepsis is made. This was 3 
days before PCT and 2 days before CRP. Clinical signs of sepsis correlated with 
the highest level of PSP, which was above 450 ng/ml on the day of sepsis, com-
pared to the non-sepsis group, where levels of PSP were under 200 ng/ml (Pugin 
et al, 2021). In our study, we only measured the values of PSP, white blood cells, 
CRP, and D-dimers at admission. We did not follow up with separate measure-
ments on subsequent days. 
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In a 2022 study from China by Xiang et al Z and colleagues, 105 emergency depart-
ment patients were assessed without prior selection. Levels of PSP of 126.4 ng/
ml were more effective in detecting infections compared to PCT and CRP. When 
PSP was combined with CRP and PCT, diagnostic accuracy improved significantly, 
achieving a perfect AUROC of 1.0 in distinguishing infected from non-infected pa-
tients (Xiang et al., 2022).

In a separate investigation by De Hond et al. (2022), conducted in the emergency 
department of a tertiary hospital, researchers explored the potential of PSP as a di-
agnostic marker for infection and sepsis. Of the 156 patients included, 47.4% were 
diagnosed with infection and 16.7% with sepsis. The results supported the clinical 
utility of PSP/Reg in helping differentiate sepsis from both uncomplicated infections 
(p = 0.032) and non-infectious presentations (p = 0.022). In this setting, PSP showed 
greater diagnostic performance than CRP and white blood cell counts. Additionally, 
patients with sepsis exhibited significantly elevated PSP levels compared to those 
with milder infections or no infection in both cohorts (De Hond et al., 2022).

A recent systematic review and meta-analysis conducted by Mai et al. (2024) evalu-
ated the diagnostic performance of Pancreatic Stone Protein (PSP) across 14 stud-
ies. The pooled analysis demonstrated a sensitivity of 0.88, a specificity of 0.78, 
and an AUC of 0.90 (Mai et al., 2024). When compared to other established bio-
markers, the pooled sensitivity of PSP in this meta-analysis was notably higher 
than that reported by Chen et al. (2023) for the neutrophil-to-lymphocyte ratio 
(NLR), which showed a sensitivity of 0.79, though the specificity was lower than 
NLR’s 0.91. (Chen, 2023) A similar trend was observed in the comparison between 
PSP and calprotectin, where PSP demonstrated higher sensitivity (0.88 vs. 0.77), 
while calprotectin exhibited greater specificity (0.85 vs. 0.78) (Gao et al., 2022). In 
contrast, Poggi et al.’s (2022) meta-analysis of presepsin reported superior diag-
nostic performance, with pooled sensitivity and specificity values of 0.93 and 0.91, 
respectively (Poggi et al., 2022).

Different cut-off values have been used to distinguish infection, sepsis, and septic 
shock in various studies. Prazak et al. (2021), in a meta-analysis, including 5 stud-
ies and 631 patients, confirmed infection in 371 631 patients using a PSP cut-off 
of 44.18 ng/ml. The overall sensitivity and specificity were 0.66 and 0.83, respec-
tively. The cut-off value for risk of sepsis in our study was 100ng/ml, and the risk 
level increased with higher levels of PSP values. Combining PSP with CRP increased 
both the sensitivity and specificity for differentiating patients with and without 
infection (Prazak et al., 2021).
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Higher levels of PSP/reg (above 33.9 ng/mL), together with purulent sputum, 
yielded a specificity of 97% for detecting pathogenic organisms in sputum samples. 
On the other hand, lower levels and non-purulent sputum had a sensitivity of 92% 
in excluding bacterial infections (Scherr et al., 2013).

Apart from its use as a diagnostic tool in early detection of infection and sepsis 
in different patient populations and different settings, studies show a correlation 
between levels of Pancreatic Stone Protein (PSP) and higher SOFA scores, which 
suggests a direct link between levels of PSP and the extent of organ dysfunction 
(Que et al., 2012; Zuercher et al., 2023). We also computed the SOFA score for 
each patient on admission and compared it to the PSP level. A statistically signif-
icant positive correlation was found between PSP and SOFA score on admission 
(R=0.4343, p=0.0004). PSP values increased with increasing SOFA score, and vice 
versa, similar to the aforementioned study by Paguin et al (2022) (Table 8).

Zuercher et al. (2023) in their systematic review and individual patient level me-
ta-analysis set to evaluate the performance of PSP in predicting intensive care unit 
(ICU) mortality and infection severity among critically ill adults admitted to the 
hospital for infection. Among the 678 patients included, the pooled ICU mortality 
was 17.8%. PSP was strongly associated with ICU mortality (OR = 2.7, 95% credible 
interval (CrI) [1.3–6.0] per one standard deviation increase; age, gender, and sepsis 
severity adjusted OR = 1.5, 95% CrI [0.98–2.8]). The AUC was 0.69 for PSP, 95% 
confidence interval (CI) [0.64–0.74]. PSP showed a very good discriminative ability 
for both investigated study endpoints, ICU mortality and infection severity; better 
in comparison to CRP, similar to PCT. Combinations of biomarkers did not improve 
their predictive ability (Zuercher et al., 2023). In a different study of only levels of 
PSP/Reg and SPAS II score and not disease severity, a statistically significant differ-
ence was found between patients who survived and those who didn’t. In patients 
with septic shock, PSP/reg was the only biomarker associated with in-hospital 
mortality (P = 0.049). Risk of mortality increased continuously for each ascending 
quartile of PSP/reg (Pugin et al., 2021).

The differences in the distribution of deceased and living patients with respect 
to PSP in our study were insufficient to be confirmed as statistically significant 
(p=0.18).   
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Conclusion
Pancreatic Stone Protein (PSP) has emerged as a promising biomarker in the inten-
sive care unit (ICU). It shows promising results for early detection of sepsis, mon-
itoring of systemic inflammation, and prognosis of critically ill patients. Its quick 
response to infectious and inflammatory stimuli makes it a valuable tool for timely 
clinical decision-making, especially when traditional markers may lag. Incorporat-
ing PSP into routine ICU protocols could enhance diagnostic accuracy, promote 
early intervention, and ultimately improve patient outcomes. Larger multicenter 
studies are needed to standardize PSP thresholds and fully establish its role along-
side other biomarkers in critical care practice.
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Abstract

Feature selection plays a critical role in improving the efficiency, accura-
cy, and interpretability of machine learning models, particularly when 
dealing with high-dimensional datasets. Among various approaches, 
wrapper-based feature selection methods are known for their ability to 
capture feature interactions by directly optimizing model performance. 
This study presents a comprehensive comparative analysis of six wrapper 
feature selection techniques—Recursive Feature Elimination (RFE), 
Sequential Forward Selection (SFS), Sequential Backward Selection 
(SBS), Genetic Algorithm (GA), Particle Swarm Optimization (PSO), 
and Differential Evolution (DE)—in conjunction with five widely used 
classification algorithms: Decision Tree, K-Nearest Neighbour, Random 
Forest, Logistic Regression, and Support Vector Machine. Experiments 
are conducted on an educational dataset comprising 395 student records 
with 30 attributes obtained from the UCI repository, using different 
feature subset sizes (all features, top 20, top 15, and top 10). Model 
performance is evaluated using accuracy, precision, recall, F1-score, 
and AUC. The results demonstrate that wrapper methods significantly 
enhance classification performance while reducing dimensionality, with 
GA and RFE consistently emerging as the most effective techniques across 
multiple classifiers. DE also shows strong performance, particularly 
with Logistic Regression and Random Forest, whereas PSO generally 
underperforms in terms of AUC. Furthermore, reducing the feature set 
does not adversely affect predictive accuracy and, in several cases, leads 
to improved generalization. The findings confirm the effectiveness of 
wrapper methods for educational data mining and provide practical 
insights for selecting optimal feature–classifier combinations.

Keywords: Classification Algorithms, Feature Selection, Performance 
Metrics, Wrapper Methods
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Introduction
Excellent academic records are constantly needed by prestigious universities, and 
their students are their most valuable asset. The primary focus of universities is 
student performance, which serves as the foundation for producing top-notch 
graduates and post-graduate students who will lead their countries and assume 
responsibility for the social and economic advancement of society. Furthermore, 
because it directly affects the hiring process and subsequently staff productivity, 
market companies are primarily concerned with university and student perfor-
mance. Binmat et. al. (2014) discussed that graduates who work hard during their 
academic careers are able to meet the demands of their employers. The curricu-
lum and learning assessments are used to gauge student success. Feature selection 
helps address this challenge by identifying the most relevant attributes for pre-
diction. Among existing approaches, wrapper-based feature selection methods are 
particularly effective because they evaluate feature subsets directly using classifica-
tion models. Although computationally intensive, these methods often yield more 
accurate and reliable predictions compared to traditional statistical techniques.

In this work, six wrapper feature selection methods are systematically evaluated in 
combination with five commonly used classification algorithms to predict student 
academic performance. The analysis is performed using different feature subset 
sizes to assess the trade-off between dimensionality reduction and predictive ac-
curacy. The study aims to identify robust feature–classifier combinations that can 
support effective decision-making in educational data mining applications.

This paper provides a comprehensive analysis of wrapper methods. The key ob-
jectives of the research paper are the comparative evaluation of wrapper feature 
selection methods and the analysis of computational efficiency and model perfor-
mance. The following is the paper’s outline: The literature on the feature selection 
method related to the wrapper method is presented in Section II. The paper’s re-
search approach is presented in Section III. The discussions and results are shown 
in Sections IV and V. Section VI contains a description of the study’s conclusion.

Literature Review
This section presents a review of the literature on Wrapper methods of Feature Se-
lection and Classification Algorithms used to classify the instances in conjunction 
with wrapper methods.
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Review of Literature Using Wrapper Methods

Techniques for feature selection can be broadly divided into three categories: filter, 
wrapper, and embedding. While integrated approaches integrate selection into the 
learning algorithm, filters rank features according to statistical measures. Wrap-
pers use model performance metrics to assess subsets of features.

Several surveys, including Chandrashekar and Sahin (2014), have reviewed the tax-
onomy and applications of feature selection methods, highlighting their critical 
role in reducing overfitting and improving model interpretability. Dash and Liu 
(1997) emphasized the importance of integrating domain knowledge to enhance 
feature selection processes. As Li et al. (2017) discussed, recent advances have fo-
cused on scalable methods to handle large datasets.

Moslehi  &  Haeri (2020) proposed a hybrid filter-wrapper technique for feature 
subset selection that combines particle swarm optimization (PSO) with evolution-
ary-based genetic algorithms (GA). The suggested method’s primary goal is to min-
imize the amount of time spent searching and the complexity of calculations in 
order to find the best answer to the feature selection problem for high-dimensional 
datasets.

Similarly, to balance efficiency and performance, Tang et al. (2014) highlighted the 
importance of hybrid approaches that integrate filter and wrapper methods. Mal-
donado and Weber (2009) proposed that wrapper algorithms can computationally 
enhance the performance of feature selection when combined with Filter Selection 
methods.

Singh and Karthikeyan (2024) determined that the performance of Ant colony op-
timization with random forest (ACO-RF) is superior for feature selection. In order 
to predict university student dropout, the ACO-RF wrapper technique for feature 
selection is suggested in research. Neural networks and machine learning methods 
are eventually used to validate the feature that ACO-RF chose. With a 94% accuracy 
rate, the neural network outperformed competing machine learning techniques.

Two-stage feature selection procedures using machine learning techniques were 
presented by Patel et al. (2024). The sequential backward feature selection approach 
is used in the second stage to show the dataset’s correctness, while the wrapper 
method is used in the first stage to choose a combination of feature subsets from 
the dataset.
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The classifier selection has a significant impact on the quality of the feature sub-
set that is produced when creating a wrapper feature selection model. In a recent 
study, Xue et. al. (2015) conducted significant experiments to focus on the com-
putational elements of wrappers using several classifiers. Xue et. al. (2016) carried 
out an interesting survey of feature selection strategies emphasizing evolutionary 
techniques and their salient features, such as the fitness function design, benefit 
mechanisms, and model representation.

Review of Literature on Classification Algorithms Used in Conjunction 
With Wrapper Methods

By repeatedly training a model on several subsets and assessing performance using a us-
er-defined criterion (such as accuracy or F1-score), wrapper approaches find the optimum 
feature subset. Typical wrapper methods consist of: (i) Recursive Features Elimination 
(RFE), (ii) Step Forward Selection (SFS), (iii) Step Backward Selection (SBS), (iv) Genetic 
Algorithm (GA), (v) Particle Swarms Optimization (PSO), (vi) Differential Evolution (DE). 
These are frequently used in conjunction with classifiers such as Random Forests, De-
cision Trees, K-Nearest Neighbors, Support Vector Machines, and Logistic Regression.

Applying RFE with Random Forest to student datasets, Feng & Xu (2019) discov-
ered that it enhanced model interpretability, which in turn improved dropout pre-
diction. When comparing SFS with SBS in pattern recognition, Jain and Zongker 
(1997) discovered that forward selection typically outperforms SBS for sparse da-
tasets.

 Asif et al. (2017) achieved notable accuracy gains in their selection of factors in-
fluencing student academic performance in educational datasets by combining SFS 
with Decision Trees. In their evaluation of GA-based feature selection, Xue et al. 
(2016) demonstrated how well it traverses the search space, particularly when used 
with classifiers such as SVM and RF. Khan and Jawaid (2020) enhanced AUC scores 
by using GA with Random Forest to choose the best attributes for identifying stu-
dents who were likely to fail.

The ability of PSO to handle huge feature spaces with less computation than GA 
was highlighted by Chandrashekar and Sahin (2014). Tomasevic et al. (2019) en-
hanced early student dropout prediction by using PSO on academic data. Using 
DE with classification models on biological and educational datasets, Islam et al. 
(2018) demonstrated faster convergence and competitive accuracy. DE has been 
less popular in educational contexts, but its use is expanding because of its ease of 
use and capacity to search globally.
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Research Methodology
In this Research paper, various wrapper methods are applied on the dataset name-
ly, Forward Selection, Backward Selection, Recursive Feature Elimination (RFE), 
Particle Swarm Optimization (PSO), Differential Evolution (DE) and Genetic Algo-
rithm (GA) by taking all features and then by selecting Top 20, Top 15 and Top 10 
features to evaluate the dataset by using different wrapper methods and then cal-
culating the performance metrics for the same with different Classification Algo-
rithms namely Logistic Regression, Decision Tree, Random Forest, SVM and KNN. 
The dataset is taken from the UCI data repository, which consists of 30 attributes/
features and a target variable christened as “Passed”. The data is partitioned into 
two parts, i.e., 80 % training data set and 20% testing data set.

Objective/Questions

The main research objective is to examine the impact of wrapper feature selection 
algorithms on the effectiveness of classification algorithms applied to the best set 
of predictors. The following research questions will be addressed by this study:

Research Question 1: How do different wrapper-based feature selection methods 
(RFE, SFS, SBS, GA, PSO, and DE) affect the predictive performance of classifica-
tion models when applied to educational datasets?

Research Question 2: Which wrapper feature selection techniques consistently 
identify the most informative features for predicting student academic perfor-
mance?

Research Question 3:  How does the choice of classification algorithm (Decision 
Tree, KNN, Random Forest, Logistic Regression, and SVM) influence the effective-
ness of wrapper-based feature selection methods?

Research Question 4:  What is the impact of reducing feature dimensionality (top 
20, top 15, and top 10 features) on model accuracy, robustness, and generalization 
performance?

Dataset Description

The dataset comprises 395 student records with 30 features for each record. This 
dataset has been used in many studies and is available publicly on many data re-
positories such as Kaggle. It was previously used to check the students’ academic 
success and passing rates. There are three categories of attributes in this dataset (i) 
demographic features (sex, age, address, family size, Parent status, health), (ii) aca-
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demic background features (school, study time, failures, school support, paid, activ-
ities, nursery, higher studies, absences) and (iii) social-economic features (Mother’s 
education, Father’s education, Father’s job, Mother’s job, family support, reason, 
guardian, travelling time, internet used, romantic, family relation, free time, gout 
for outing, Weekday alcohol consumption, Weekend alcohol consumption). In the 
previous research paper, the dataset was used to study the impact of feature selec-
tion by using seven classification algorithms, and it was concluded that by select-
ing different features, the behavior of classification algorithms remains almost the 
same with all features, as well as with the Top 10 and Top 8 features.

Wrapper Methods

Wrapper methods utilize predictive models to assess feature subsets. These meth-
ods are computationally intensive but often yield superior results due to their con-
sideration of feature interactions. Notable techniques include:

Recursive Feature Elimination (RFE): Recursively eliminating the least signif-
icant features and using the remaining features to construct models is how RFE 
works. It removes features gradually and assigns a feature priority based on how 
much it contributes to the model’s performance. Through this procedure, overfit-
ting decreases, model accuracy improves, and interpretability is enhanced. Guyon 
and Elisseeff (2003) introduced RFE, demonstrating its effectiveness in identifying 
informative genes in bioinformatics. The algorithm and formula of RFE are given 
in the following.

Algorithm (Guyon et al., 2009):

Step1: Train the model on the full feature set.

Step2: Compute the importance of features.

Step3: Remove the least important feature.

Step4: Repeat until the desired features remain.

Formula (Kohavi & John,1997)

Let F={f1,f2,...,fn} be the feature set. 
For every step:
Train model M on F
Rank features using Importance, let say ()
Eliminate feature that are least important by using fk=argminImportance(fi) 
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Genetic Algorithms (GA): By simulating natural selection, the Genetic Algorithm 
(GA) effectively finds the ideal subset of traits. In order to evolve feature subsets 
that optimize model performance while reducing redundancy, GA uses selection, 
crossover, and mutation. Holland (1992) described the foundational principles of 
genetic algorithms, which have since been applied to feature selection for optimiz-
ing search spaces, as detailed by Siedlecki and Sklansky (1989). The algorithm of 
GA is as follows:

Algorithm (Holland, 1992):
Step1: Generate initial population of chromosomes X∈{0,1}n

Step2: Evaluate fitness: f(Xi)
Step3: Select parents via tournament or roulette
Step4: Crossover:
Xnew =crossover (Xi, Xj)
Mutation:
Xnew [k] =1−Xnew[k] with probability pm​ 
Step5: Form a new population and repeat (Khan & Jawaid, 2020; Siedlecki & Sklan-
sky,1989)

Step Forward Selection (SFS): SFS follows a greedy approach by gradually iden-
tifying  the most pertinent features and adding them one at a time according to 
their contribution to model performance. Sequential Forward Selection (SFS) is 
utilized in wrapper methods for feature selection. It lessens computational com-
plexity while enhancing accuracy. Kohavi and John illustrated that using an itera-
tive process, we begin with a blank set of features and continue to add features that 
enhance our model the most with each iteration. The stopping criterion is when the 
performance of the model does not increase with the addition of a new variable, 
as discussed by Siedlecki and Sklansky (1989). The algorithm and Formula of SFS 
are as follows:

Algorithm [Guyon and Elisseeff, 2003]:

Step1: Initialization: Let the original data set is F= {f1,f2,..., fn}.  Initialize with an 
empty feature set, let’s say S=∅

Step2: Candidate Feature Selection: For each feature f ∉ F\S, train a model us-
ing a feature subset S∪{f} and evaluate model performance with J(.) (e.g., accuracy, 
Precision, AUC, etc.) 

Step3: Feature Selection: Select the feature f* that maximizes the elevation ma-
trix as 
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Step 4: Update the feature subset: 
S = S  {f*}
Step 5: if |S| =k (desired number of features or performance improved is less than 
a limit stop
Otherwise 
Go to Step 2

Formula:

f∗ =  argmax J (S∪{f})
         f∈F∖S 

Where J is performance functions, i.e., accuracy, F1-Score, etc. (Pudil et. al., 1994).  
F\S .is F minus S.

Step Backward Selection (SBS): Sequential Backward Selection (SBS) follows 
the Dimensionality Reduction technique for eliminating the least significant fea-
tures to enhance model performance. SBS  is utilized in wrapper approaches for 
feature selection. To make sure that only the most essential features are left, it 
begins with the entire list of features and removes each one individually. The cri-
terion for terminating is until the removal of the feature results in no discernible 
improvement in the model’s performance, as discussed by Kohavi and John (1997). 
The algorithm and Formula of SBS are as follows:

Algorithm (Jain & Zongenkar, 1997):
Step1: Initiation: Start with the full feature set S=F
Step2: Evaluation: For each feature f ∈ S, evaluate J (S∖ {f})
Step3: Elimination: Remove features that least affect performance.
Step4: Iteration: Elimination: Repeat steps 2-3 until k features remain.

Formula:

f∗ = argmaxJ  (Guyon and Elisseeff,2003)
         f ∈ S	

Particle Swarm Optimization (PSO): The optimization method known as Parti-
cle Swarm Optimization (PSO) is modeled after the social behavior of fish schools 
or flocks of birds. Since its introduction by Kennedy and Eberhart (1995), it has 
been extensively used to solve a variety of optimization issues, such as combinato-
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rial and continuous optimization. PSO is utilized for feature selection in wrapper 
methods as it effectively identifies the most appropriate subset of features by mod-
eling a swarm’s behavior. In order to improve model performance and decrease re-
dundancy, it strikes a balance between exploration and exploitation. The algorithm 
and Formula of PSO are as follows:

Algorithm (Waheed et al., 2020):
Step1: Initialize particles with random positions  ∈ {0,1}n

Step2: Evaluate fitness f () (e.g., model accuracy) 
Step3: Update velocity: vi = w vi +  (pbesti−xi) +  (gbest−xi) 
Step4: Update position: xi=sigmoid (vi) > rand
Step5: Update pbest and gbest

Repeat until max iterations (Kennedy & Eberhart,1995)

Differential Evolution (DE): Another population-based optimization technique 
that was first presented by Storn and Price (1997) is called Differential Evolution 
(DE). In contrast to PSO, DE is predicated on the idea that improved solutions can 
be evolved through the recombination and mutation of individuals within the pop-
ulation. It works very well for optimization issues with real values. To determine 
the best choice, DE looks at a large number of feature subsets. It works effectively 
with rich in features datasets. Finding the ideal feature combination to enhance 
model performance and managing high-dimensional datasets are two areas where 
DE excels. DE improves predictive performance through the selection of the most 
pertinent features. The algorithm and Formula of DE are as follows:

Algorithm (Storn & Price, 1995):
Step1: Initialize population Xi ∈ [0,1]n

Step2: Mutation:Vi​=Xr1​+F⋅(Xr2​−Xr3​)
Ui[j]={Vi[j] if r and j<CR
Xi[j]otherwise​ 
Step3: Selection:
Xi= {Ui if f(Ui)>f(Xi)
Xi otherwise​ 
Step 4: Repeat until convergence [Das and Suganthan,2011] [Sharma and Kaur, 
2020]

Kohavi and John (1997) highlighted the trade-off between computational cost and 
selection accuracy in their novel work on wrapper techniques.



IJTNS
International Journal of Technical and Natural Sciences

26

Wrapper Methods in Conjunction with Classification Algorithm

RFE Pseudocode for Classification Algorithm (Guyon et. al. 2002; Pedregosa 
et. al. 2011)

Input: Take D as the dataset, C as the classifier, and k as the number of features to 
select.

Output: Select Specific features Fselected 
F –For all features  
Continue until |F| == k.  
Use features to train classifier C on the dataset. F  
Calculate feature importance scores (such as Gini importance or coefficients) from C.  
Take away F’s least significant feature.
Fmin=arg min I(f) 
              f∈F 
Return Fselected = F at the end

SFS Pseudocode for Classification Algorithm (Jain & Zongekar, 1997; Guyon 
& Elisseeff, 2003; Pudil et al., 1993)

Input: Take D as the dataset, C as the classifier, and k as the number of features to 
select.

Output: Let selected features be Fselected

Fselected ← {}
While |Fselected| < k do
best_score ← -∞
For each feature, f not in F_selected:
Ftemp ← Fselected ∪ {f}
Train classifier C on Ftemp

score ← Evaluate(C on validation set)
If score > best_score:
best_score ← score
best_feature ← f
Add best_feature to Fselected

End
Return Fselected

SBS Pseudocode for Classification Algorithm (Jain & Zongekar, 1997; Guyon 
& Elisseeff, 2003)
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Input: Take D as the dataset, C as the classifier, and k as the number of features to 
select.

Output: Let selected features be Fselected

Fselected ← All features
While |F_selected| > k:
best_score ← -∞
For each feature f in Fselected:
Ftemp ← Fselected \ {f}
Train classifier C on Ftemp

score ← Evaluate(C on validation set)
If score > best_score:
best_score ← score
worst_feature ← f
Remove worst_feature from Fselected

End
Return Fselected

GA Pseudocode for Classification Algorithm (Waheed et. al., 2020)

Input: Take D as the dataset, C as the classifier, and k as the number of features to 
select.

Output: Selected feature subset
Initialize population of N binary chromosomes (length = number of features)
For each generation from 1 to G:
For each chromosome in the population:
Select features where gene == 1
Train classifier C using selected features
Evaluate fitness using F1 score or Accuracy
 Select top individuals via tournament/roulette
Perform crossover and mutation to create a new population
Return the chromosome with the highest fitness → selected feature subset

PSO Pseudocode for Classification Algorithm (Waheed et. al., 2020; Sivanan-
dam & Deepa, 2007; Goldberg,1989)

Input: Take D as the dataset, C as the classifier, S as the swarm size, and T
Output: Best feature subset
Initialize S particles (binary vector positions & velocities)
For t = 1 to T:
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For each particle:
Decode binary vector → selected features
Train classifier C with selected features
Compute fitness (e.g., F1 score)
Update personal best (pBest) and global best (gBest). For each particle:
Update velocity:
 v = ω*v + c1*r1*(pBest - current) + c2*r2*(gBest - current)
Update position using sigmoid(v) and threshold
Return gBest position (best feature subset)

DE Pseudocode for Classification Algorithm (Storn & Price, 1995; Das & Sug-
anthan, 2011; Sharma & Kaur, 2020)

Input: Take D as the dataset, C as the classifier, P as the population size, and G as 
the generations.

Output: Best feature subset
Initialize population of binary vectors (length = number of features)
For generation = 1 to G:
For each target vector x in the population:
Randomly select r1, r2, r3 ≠ x
Mutation: v = r1 + F * (r2 - r3)
Crossover: u = crossover(x, v, CR)
Binarize u with a threshold
If fitness(u) > fitness(x):
Replace x with u
Select the best individual in the population
Return as selected feature subset
The core mathematical functions are shown in the following table.

Algorithm Core Mathematical Function
RFE St+1=St \ arg min I(f)

SFS St+1=St ∪ arg max J(S ∪ f) 

SBS St+1=St \ arg max J(S - f) 

PSO v{t+1} = ωvt + c1r1(pbest-x) + c2r2(gbest-x) 

DE v = xr1 + F(xr2-xr3)

GA P(ci) = J(ci)/ ∑J 
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Experimental Setup
For the purpose of analysis, the Python is used. Its high-level interactive nature 
and growing ecosystem of scientific libraries make it an attractive choice for algo-
rithmic development and exploratory data analysis, as told by Dubois (2007) and 
Millman and Aivazis (2011). Nonetheless, its usage is expanding in both academ-
ic and industrial settings due to its general-purpose nature. Scikit-learn leverages 
this rich environment to provide state-of-the-art implementations of many well-
known machine learning techniques while maintaining an easy-to-use interface 
that is closely related to the Python programming language. 

Results and Analysis
Empirical studies have shown that wrapper methods can significantly improve the 
performance of machine learning models by selecting informative features that 
have a high predictive power. For example, in a study by Liu and Yu (2005), the 
authors applied wrapper methods for gene selection in cancer classification tasks 
and achieved better classification accuracy compared to filter-methods. Similarly, 
in a study by Saeys et al. (2007), the authors compared the performance of wrapper 
methods with filter methods in feature selection for microarray data analysis. They 
found that wrapper methods were more effective in selecting informative features 
for class prediction and outperformed filter methods in terms of model accuracy 
and generalization performance.

Ranks of the Features Using Six Wrapper Methods

The ranks of the features as identified by six wrapper methods are given in Table 1. 
It is evident from the ranks that there is a variation in ranks. Wrapper methods, as 
mentioned above, evaluate a feature subset based on the performance of the classi-
fication algorithms, which makes their ranking highly sensitive to search strategy, 
optimization goals, and interaction among the features. Deterministic methods 
such as RFE, SFS, and SBS often yield identical ranks since they rely on greedy, 
stepwise inclusion or exclusion of the features under fixed evaluation criteria.  Me-
ta-heuristic methods such as PSO, DE, and GA engage stochastic population-based 
searches that discover more broadly, capture non-linear relation dependencies, and 
higher-order interactions among features, leading to different ranks frequently. 
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Table 1:  
Rank Comparison of Six Wrapper Methods

Feature RFE Rank SFS Rank SBS Rank PSO Rank DE Rank GA Rank

school 27 27 27 10 1 5

sex 11 11 11 3 4 6

age 14 14 14 12 14 8

address 16 16 16 6 11 19

famsize 22 22 22 1 5 7

Pstatus 28 28 28 20 20 24

Medu 5 5 5 30 28 10

Fedu 3 3 3 21 21 29

Mjob 1 1 1 28 13 16

Fjob 2 2 2 7 8 11

reason 4 4 4 14 10 1

guardian 6 6 6 4 12 14

traveltime 29 29 29 18 9 28

studytime 20 20 20 11 23 18

failures 7 7 7 5 26 27

schoolsup 21 21 21 8 18 17

famsup 19 19 19 25 24 12

paid 17 17 17 24 2 13

activities 12 12 12 17 19 26

nursery 23 23 23 26 3 4

higher 25 25 25 22 6 15

internet 24 24 24 15 7 25

romantic 15 15 15 23 29 23

famrel 18 18 18 19 17 22

freetime 13 13 13 9 30 20

goout 10 10 10 2 15 21

Dalc 30 30 30 27 16 2

Walc 26 26 26 16 22 30

health 8 8 8 13 27 9

absences 9 9 9 29 25 3
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Wrapper methods are applied to various classification algorithms to check for the 
accuracy of models. Various algorithms like RF, SVM, KNN, LR, and DT are applied 
on the same dataset using a hybrid feature selection algorithm, resulting in similar 
results (Saxena & Singh, 2025). 

Figure 1

Feature Importance Rank by using all Methods
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Figure 1 represents the rank of features by using Wrapper methods. It can be seen 
that the top features to select for the prediction of student academic performance 
are: Fjob, reason, guardian, Mjob, goout, paid, Medu, Fedu, and absences.

Performance of Classification Algorithms with all Features 

The performance evaluation matrices of classification algorithms with all features 
of the data set are presented in Table 2. It can be inferred from the results given 
in table 2 that accuracy is highest for the combination of SVM (PSO); Precision is 
highest for the combination of Decision Tree (PSO); Recall is maximum for the 
combination of SVM (RFE) and SVM (SBS); F1-Score is highest for the combina-
tion SVM (RFE), SVM (SBS), and SVM (PSO); and AUC is highest for Random For-
est (DE)

Table 2: 

Performance Metrics with all Features using Classification Algorithm

Classification Model Accuracy Precision Recall F1 Score AUC

Decision Tree

Decision Tree (RFE) 0.64 0.74 0.71 0.73 0.60

Decision Tree (SFS) 0.52 0.67 0.56 0.61 0.50

Decision Tree (SBS) 0.59 0.71 0.66 0.68 0.55

Decision Tree (PSO) 0.64 0.75 0.70 0.72 0.61

Decision Tree (GA) 0.59 0.69 0.71 0.70 0.52

Decision Tree (DE) 0.59 0.69 0.70 0.70 0.53

KNN

KNN (RFE) 0.65 0.69 0.88 0.77 0.53

KNN (SFS) 0.61 0.67 0.84 0.74 0.48

KNN (SBS) 0.66 0.69 0.88 0.77 0.57

KNN (PSO) 0.61 0.66 0.84 0.74 0.48

KNN (GA) 0.67 0.70 0.89 0.78 0.60

KNN (DE) 0.64 0.69 0.84 0.76 0.61

Logistic Regression

Logistic Regression (RFE) 0.66 0.71 0.84 0.77 0.58

Logistic Regression (SFS) 0.66 0.70 0.86 0.77 0.59

Logistic Regression (SBS) 0.64 0.69 0.83 0.75 0.58

Logistic Regression (PSO) 0.64 0.69 0.84 0.76 0.54
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Classification Model Accuracy Precision Recall F1 Score AUC

Logistic Regression (GA) 0.68 0.71 0.90 0.79 0.60

Logistic Regression (DE) 0.65 0.69 0.85 0.76 0.59

Random Forest

Random Forest (RFE) 0.66 0.70 0.86 0.77 0.55

Random Forest (SFS) 0.62 0.69 0.80 0.74 0.57

Random Forest (SBS) 0.70 0.72 0.90 0.80 0.54

Random Forest (PSO) 0.58 0.66 0.78 0.71 0.56

Random Forest (GA) 0.67 0.71 0.86 0.78 0.59

Random Forest (DE) 0.66 0.71 0.84 0.77 0.62

SVM

SVM (RFE) 0.70 0.70 0.96 0.81 0.55

SVM (SFS) 0.67 0.69 0.93 0.79 0.57

SVM (SBS) 0.71 0.71 0.96 0.81 0.54

SVM (PSO) 0.70 0.71 0.94 0.81 0.57

SVM (GA) 0.67 0.70 0.91 0.79 0.60

SVM (DE) 0.67 0.69 0.93 0.79 0.61

Performance of Classification Algorithms With Top 20 Features 

The performance evaluation matrices of classification algorithms with the top 20 
features of the data set are presented in Table 3. It can be seen from the results 
that accuracy is highest for the combination of Logistic Regression (RFE); Preci-
sion is highest for the combination of Random Forest (SBS); Recall is maximum 
for the combination of SVM (RFE); F1-Score is highest for the combination of 
SVM (RFE); and AUC is highest for Random Forest (SBS). The performance of 
SVM classifiers in combination with RFE is best. It has an F1-score of 0.81 and a 
recall of 1.0.



Table 3: 

Performance Metrics Calculation for Top 20 Features Using Classification Algorithm

Classification Model Accuracy Precision Recall F1 Score AUC

Decision Tree

Decision Tree (RFE) 0.61 0.70 0.74 0.72 0.54

Decision Tree (SFS) 0.53 0.67 0.60 0.63 0.49

Decision Tree (SBS) 0.62 0.70 0.75 0.73 0.55

Decision Tree (PSO) 0.62 0.70 0.75 0.73 0.55

Decision Tree (GA) 0.55 0.68 0.64 0.66 0.49

Decision Tree (DE) 0.61 0.73 0.66 0.69 0.58

KNN

KNN (RFE) 0.65 0.69 0.85 0.76 0.52

KNN (SFS) 0.62 0.67 0.87 0.75 0.54

KNN (SBS) 0.59 0.66 0.81 0.73 0.56

KNN (PSO) 0.61 0.67 0.81 0.74 0.56

KNN (GA) 0.65 0.70 0.84 0.76 0.52

KNN (DE) 0.59 0.67 0.79 0.72 0.50

Logistic Regression

Logistic Regression (RFE) 0.70 0.72 0.91 0.80 0.62

Logistic Regression (SFS) 0.62 0.67 0.85 0.75 0.60

Logistic Regression (SBS) 0.66 0.69 0.91 0.78 0.64

Logistic Regression (PSO) 0.66 0.69 0.89 0.78 0.59

Logistic Regression (GA) 0.69 0.71 0.90 0.80 0.57

Logistic Regression (DE) 0.66 0.69 0.91 0.78 0.57

Random Forest

Random Forest (RFE) 0.65 0.69 0.87 0.77 0.57

Random Forest (SFS) 0.59 0.66 0.81 0.73 0.58

Random Forest (SBS) 0.68 0.72 0.87 0.79 0.66

Random Forest (PSO) 0.68 0.71 0.89 0.79 0.64

Random Forest (GA) 0.58 0.67 0.74 0.70 0.57

Random Forest (DE) 0.63 0.69 0.83 0.75 0.55

SVM

SVM (RFE) 0.68 0.68 1.00 0.81 0.56

SVM (SFS) 0.65 0.67 0.92 0.78 0.61



35

Mamta Saxena, Netra Pal Singh
Analysis of an Educational dataset using Classification Algorithm in Conjunction with Wrapper Feature Selection Methods

Classification Model Accuracy Precision Recall F1 Score AUC

SVM (SBS) 0.65 0.67 0.92 0.78 0.61

SVM (PSO) 0.67 0.68 0.94 0.79 0.62

SVM (GA) 0.69 0.70 0.95 0.80 0.58

SVM (DE) 0.67 0.68 0.94 0.79 0.54

Performance of Classification Algorithms With Top 15 Features 

The following inference can be drawn from the performance evaluation matrices of 
classification algorithms with the top 15 features presented in Table 4. 

The combination with the highest accuracy is Random Forest (GA). The precision is 
highest for the combination of Decision Tree (SBS). The evaluation matrix recall is 
the maximum for the combination of SVM (RFE). F1-Score is highest for the com-
bination SVM (RFE). AUC is highest for KNN (DE). The performance SVM (RFE) 
combination of classifiers and feature selection algorithm is best based on Recall 
(0.98) and F1-Score (0.81).  

Table 4:

Performance Metrics for Top 15 Features Using Classification Algorithm

Classification Model Accuracy Precision Recall F1 Score AUC

Decision Tree

Decision Tree (RFE) 0.52 0.64 0.66 0.65 0.45

Decision Tree (SFS) 0.54 0.69 0.58 0.63 0.46

Decision Tree (SBS) 0.66 0.76 0.72 0.74 0.62

Decision Tree (PSO) 0.56 0.70 0.60 0.65 0.53

Decision Tree (GA) 0.54 0.67 0.63 0.65 0.49

Decision Tree (DE) 0.66 0.76 0.72 0.74 0.63

KNN

KNN (RFE) 0.62 0.66 0.89 0.76 0.54

KNN (SFS) 0.59 0.66 0.83 0.73 0.48

KNN (SBS) 0.63 0.68 0.87 0.76 0.59

KNN (PSO) 0.61 0.66 0.87 0.75 0.58

KNN (GA) 0.64 0.68 0.89 0.77 0.51

KNN (DE) 0.70 0.72 0.89 0.80 0.69
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Classification Model Accuracy Precision Recall F1 Score AUC

Logistic Regression

Logistic Regression (RFE) 0.67 0.70 0.89 0.78 0.57

Logistic Regression (SFS) 0.65 0.68 0.91 0.77 0.55

Logistic Regression (SBS) 0.66 0.69 0.91 0.78 0.66

Logistic Regression (PSO) 0.66 0.69 0.89 0.78 0.63

Logistic Regression (GA) 0.66 0.69 0.91 0.78 0.58

Logistic Regression (DE) 0.67 0.70 0.89 0.78 0.65

Random Forest

Random Forest (RFE) 0.59 0.66 0.83 0.73 0.55

Random Forest (SFS) 0.53 0.65 0.66 0.65 0.53

Random Forest (SBS) 0.70 0.75 0.83 0.79 0.60

Random Forest (PSO) 0.67 0.73 0.81 0.77 0.62

Random Forest (GA) 0.71 0.73 0.89 0.80 0.58

Random Forest (DE) 0.68 0.72 0.87 0.79 0.70

SVM

SVM (RFE) 0.70 0.69 0.98 0.81 0.54

SVM (SFS) 0.66 0.68 0.92 0.78 0.51

SVM (SBS) 0.65 0.68 0.91 0.77 0.62

SVM (PSO) 0.65 0.68 0.91 0.77 0.60

SVM (GA) 0.69 0.70 0.95 0.80 0.56

SVM (DE) 0.68 0.69 0.96 0.80 0.63

Performance of Classification Algorithms With Top 10 Features 

The following inference can be drawn from the performance evaluation matrices of 
classification algorithms with the top 10 features presented in Table 5. 

Accuracy is highest for the combination of Random Forest (SBS). Precision is high-
est for the combination of Random Forest (SBS). The value of recall is maximum 
for the combination of SVM (RFE). F1-Score is highest for the combination SVM 
(RFE). AUC is highest for KNN (GA). The performance of SVM (RFE) is better on 
all evaluation parameters except AUC. Similarly performance of the combination 
Decision Tree (SFS) is good for all the parameters except AUC. 
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Table 5: 

Performance Metrics for Top 10 Features Using Classification Algorithm

Classification Model Accuracy Precision Recall F1 Score AUC

Decision Tree

Decision Tree (RFE) 0.49 0.64 0.57 0.60 0.46

Decision Tree (SFS) 0.65 0.68 0.89 0.77 0.47

Decision Tree (SBS) 0.61 0.72 0.68 0.70 0.57

Decision Tree (PSO) 0.61 0.72 0.68 0.70 0.57

Decision Tree (GA) 0.57 0.72 0.58 0.65 0.57

Decision Tree (DE) 0.58 0.70 0.66 0.68 0.54

KNN

KNN (RFE) 0.62 0.68 0.81 0.74 0.50

KNN (SFS) 0.58 0.65 0.83 0.73 0.45

KNN (SBS) 0.68 0.73 0.85 0.78 0.63

KNN (PSO) 0.62 0.67 0.85 0.75 0.55

KNN (GA) 0.66 0.69 0.91 0.78 0.71

KNN (DE) 0.70 0.73 0.87 0.79 0.60

Logistic Regression

Logistic Regression (RFE) 0.66 0.68 0.92 0.78 0.57

Logistic Regression (SFS) 0.66 0.68 0.92 0.78 0.57

Logistic Regression (SBS) 0.65 0.68 0.91 0.77 0.67

Logistic Regression (PSO) 0.63 0.67 0.89 0.76 0.63

Logistic Regression (GA) 0.65 0.69 0.87 0.77 0.61

Logistic Regression (DE) 0.67 0.70 0.89 0.78 0.66

Random Forest

Random Forest (RFE) 0.59 0.67 0.77 0.72 0.53

Random Forest (SFS) 0.63 0.68 0.87 0.76 0.54

Random Forest (SBS) 0.71 0.77 0.81 0.79 0.61

Random Forest (PSO) 0.61 0.68 0.79 0.73 0.59

Random Forest (GA) 0.62 0.69 0.79 0.74 0.64

Random Forest (DE) 0.66 0.70 0.87 0.77 0.60

SVM

SVM (RFE) 0.68 0.69 0.96 0.80 0.54

SVM (SFS) 0.66 0.68 0.92 0.78 0.47
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Classification Model Accuracy Precision Recall F1 Score AUC

SVM (SBS) 0.67 0.69 0.92 0.79 0.58

SVM (PSO) 0.67 0.68 0.94 0.79 0.61

SVM (GA) 0.67 0.68 0.94 0.79 0.58

SVM (DE) 0.66 0.68 0.92 0.78 0.61

Comparative Analysis

The graphical visualization of the performance evaluation matrices of five classifi-
cation algorithms in conjunction with wrapper algorithms is given in Figures 2 to 
5. 

Figure 2: 

Performance Metrics of Classification Models based on All Features

In Figure 2, performance metrics are used to represent various classification algo-
rithms. From the above, it can be seen that SVM performs better than other clas-
sification algorithms as per the values of recall, precision, and accuracy. In Figure 
3, performance metrics are given for five classification algorithms in conjunction 
with six feature selection methods for the top 20 features. It can be seen from the 
bar charts that SVM performs better than other classification algorithms in com-
bination with six algorithms based on the Recall values. For the remaining combi-
nation, there is no specific trend. However, the combination of Decision Tree (SBS) 
and Decision Tree (PSO) performs well based on all parameters except AUC. 



39

Mamta Saxena, Netra Pal Singh
Analysis of an Educational dataset using Classification Algorithm in Conjunction with Wrapper Feature Selection Methods

Figure 3: 

Performance Metrics of Classification Models based on Top 20 Features
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Figure 4: 

Performance Metrics of Classification Models based on Top 15 Features

Figure 4 depicts the performance metrics of five classification algorithms in combi-
nation with wrapper methods. From the figure 4, it can be seen that SVM performs 
better than other classification algorithms based on recall. This graph is used to 
represent the Top 15 features.
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Figure 5: 

Performance Metrics of Classification Models based on Top 10 Features

Figure 5 depicts the performance metrics for the five classification algorithms in 
conjunction with six wrapper algorithms. It is evident from Figure 5 that SVM per-
forms better than other classification algorithms in conjunction with all six wrap-
per methods based on the recall. This graph is used to represent the Top 10 features.

Conclusion
It has been seen that from the data presented in Table 2-5 and Figures 2- 5 that the 
optimal combination of feature selection and classification algorithm varies with 
the evaluation matrix and number of features selected for fitting the classification 
algorithm. The summary of the best combinations is given in Table 6. To be spe-
cific, when all features are considered, SVM (PSO) is best based on Accuracy, and 
the decision tree (PSO) on the basis of precision. The SVM (RFE) and SVM (SBS) 
combination is best on recall and F1-score, demonstrating greater sensitivity in 
recognizing successful students. On the other hand, the highest AUC is observed 
for the combination random forest (DE), suggesting that this combination has bet-
ter discriminating capabilities. Similar conclusions can be drawn for other combi-
nations also. 

In summary, these results indicate that SVM combined with RFE is the most con-
sistent combination, particularly based on recall and F1-score.   It shows that de-
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terministic, greedy wrapper feature selection algorithms such as RFE are effective 
in combination with a margin-based classifier, i.e., SVM. On the other hand, evolu-
tionary swarm-based wrapper (GA and DE) shows better strength in combination 
with ensemble or instance-based classifiers, i.e., random forest and KNN, based on 
AUC and accuracy.  

Table 6: 

Best Feature Selection and Classifier Combinations based on Evaluation Metrics

Feature Set Size Metric Best Combination (Wrapper + Classifier) Value

All Features Accuracy SVM ( PSO) 0.70

Precision Decision Tree (PSO) 0.75

Recall SVM ( RFE) / SVM(SBS) 0.96

F1-score SVM ( RFE) / SVM (SBS) / SVM (PSO) 0.81

AUC Random Forest (DE) 0.62

Top 20 Features Accuracy Logistic Regression (RFE) 0.70

Precision Random Forest (SBS) 0.72

Recall SVM (RFE) 1.00

F1-score SVM (RFE) 0.81

AUC Random Forest (SBS) 0.66

Top 15 Features Accuracy Random Forest (GA) 0.71

Precision Decision Tree (SBS / DE) 0.76

Recall SVM (RFE) 0.98

F1-score SVM ( RFE) 0.81

AUC KNN + DE 0.69

Top 10 Features Accuracy Random Forest (SBS) 0.71

Precision Random Forest (SBS) 0.77

Recall SVM (RFE) 0.96

F1-score SVM ( RFE) 0.80

AUC KNN (GA) 0.71
Note. The Best Overall Combination is determined based on consistency across 
feature subset sizes and balanced performance on recall and F1-score, which are 
critical metrics for educational outcome prediction.
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In this research paper, the impact of Wrapper methods is studied with the help of 
a datasets and their performance is analyzed based on rank and quality parameters 
such as precision, accuracy, F1 Score, Recall, and AUC Curve. Based on the results 
presented in the earlier sections, the following can be inferred. 

It is also observed that reducing the feature set to the top 10, 15, or 20 features did 
not significantly degrade model performance. In many cases, using fewer features 
led to even higher accuracy and generalization, supporting the practical utility of 
wrapper methods in reducing dimensionality without sacrificing predictive power. 
Future work can focus on combining wrapper methods with filter-based techniques 
to create hybrid approaches that are both computationally efficient and highly ac-
curate. There is also scope for extending the framework to multiclass classification 
tasks and applying deep learning models in conjunction with feature selection.
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Abstract

Background/aim: To determine the prevalence of epilepsy, the type 
of clinical presentation and the electroencephalographic characteristics 
of epilepsy in small chromosomal changes in a population of patients 
with epilepsy in the Republic of North Macedonia.

Materials and methods: This retrospective observational study in-
cluded 193 patients, of which 101 patients with epilepsy (SV = 4.28, SD 
= 3.68, min 0.04 years, max 14 years) separated into two groups, group 
A with epilepsy and detected Copy number variations (CNVs); and B1 
group with epilepsy where no CNVs were detected. The remaining 92 
patients are with detected CNVs and without epilepsy, group B2. For 
comparing the groups and evaluating the qualitative data, Pearson chi-
square test and Fisher’s Exact Test were used to determine the degree 
of dependence between categorical variables with significance p <0.05, 
using STATA 12.0 software package.

Results: The correlation between epilepsy and CNVs as two dependent 
variables is statistically strong (Cramer’s V = - 0.5567) and significant Pr 
= 0.000. Pearson’s chi2 = 59.8215, Fishers exact = 0.000. The occurrence 
of epilepsy in the subjects is independent of the type of CNVs.

Conclusion: The expansion of genetic research in recent years has 
shown that a large part of epilepsy has a genetic basis. Determining the 
electroclinical features of epilepsy in relation to the occurrence of small 
chromosomal changes may, in the future, provide a more appropriate 
classification of epilepsies and key information in identifying the role 
of genes involved in the development of epilepsy.

Keywords: Epilepsy, small chromosomal changes, epileptic seizures, 
EEG, CNVs
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Introduction
Epilepsy, as a common neurological disorder affecting over 70 million people world-
wide, 1-2% of children, is characterized by recurrent seizures (Fisher et al., 2014). A 
seizure is defined as a sudden alteration of behavior caused by intermittent chang-
es in the electrical functioning of the brain. The expansion of genetic research and 
technologies in recent years has shown that a large part of unexplained epilepsies 
has a genetic basis (Hunter et al., 2022; Chen et al., 2017)

New studies indicate that in patients with epilepsy, where chromosomal changes 
are found, refractory epilepsy most often occurs. Despite the recent introduction 
of new antiepileptic drugs (AEDs), about 1/3 of patients with epilepsy have refrac-
tory epilepsy (Watson et al., 2014).

Refractory epilepsy, according to the International League Against Epilepsy (ILAE), 
is defined as failure to control seizures when using therapy with two appropriately 
selected and tolerated AEDs for an appropriate period of time (Fattorusso et al., 
2021).

In many patients with small chromosomal changes, seizures occur either as typical 
or specific, or as nonspecific or refractory (Weise et al., 2012). They also have spe-
cific/typical characteristics in terms of EEG findings and response to AED (Pucci et 
al., 2008). 

The latest classification of epilepsies according to ILAE 2017 is a multi-level classifi-
cation, namely: first level (type of epileptic seizure), second level (type of epilepsy), 
third level (type of epileptic syndrome) (Scheffer et al., 2017; Hirsch et al., 2022; 
Specchio et al., 2022). 

Copy number variations (CNVs) are defined as the duplication or loss of a portion 
of a DNA molecule (Battaglia et al., 2005). Many authors believe that submicro-
scopic CNVs (microdeletions, microduplications) are an important cause of epilep-
sy (Elia et al., 2001). 

Studies show that 5-30% of patients with epilepsy have CNVs in the genome (Na-
gamani et al., 2013), and this is the case in about 3% of patients with idiopathic 
generalized epilepsy (IGE) and 1% of patients with focal epilepsies. This percent-
age is significantly higher when there is early-onset epilepsy in childhood, with 
alterations found in a large number of chromosomal regions, such as 14q12, 
7q11.23, 15q13.3, 16p11.2, and 16p13.11 (Spreiz et al., 2014), 2q24.2-q24.3, 
16p13.11-p13.2, 7q11.22, 15q11.2-q13.3 loci, as well as the 6q16.3q22.31 mi-
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crodeletion (Szafranski et al., 2015). A European study involving 222 patients with 
epilepsy reported the detection of CNVs in 31.9% (Helbig et al., 2014), in 7.9% of 
315 patients with epileptic encephalopathy (Mefford HC et al.,2011). In 1p36 de-
letion, epilepsy was reported in 68% of 86 patients (Verrotti et al., 2018; Greco et 
al., 2018). In a study of 87 patients with Wolf-Hirschhorn syndrome (del4p16.3), 
epilepsy was reported in 93%, of whom 81% had well-controlled epilepsy (Battaglia 
et al., 2009). The electroclinical phenotype of epilepsy in 15q13.3 microdeletion is 
characterized by absence seizures and focal EEG bursts (Whitney et al., 2021).

The main tool in the identification of genes for susceptibility to epilepsy is consid-
ered to be the analysis of electro-clinical features of epilepsy associated with CNVs. 
(Kurosawa et al., 2005)

Refractory epilepsy is common in Angelman syndrome, microdeletion 15q11-13, 
Prader-Willi syndrome, microdeletion 15q11.2-q13; 22q11.2 deletion (DiGeorge 
Syndrome), and 2p deletion. Rare cases of Williams syndrome (del7q11.23) have 
been reported to be associated with infantile spasms (Schinzel et al., 2001; Sorge 
et al., 2013).

Materials and Methods
In this retrospective nine-year observational study, the clinical and electroenceph-
alographic characteristics of epilepsy, including the type of epilepsy, the specific 
EEG findings, and the response to AED in patients with small chromosomal chang-
es, were analyzed. The above characteristics were compared with those of patients 
with epilepsy in whom CNVs were not detected. Data on clinical, genetic, and 
neurological examinations of 193 patients were collected from the files (hospital 
and/or outpatient) as well as the HIS system of the PHI University Clinic for Chil-
dren’s Diseases, in Skopje, including those from January 2015 to December 2023, 
in whom genetic analysis of array comparative genomic hybridization (arrayCGH) 
was performed.

This study was approved by the institutional ethics committee for human research 
of the Medical faculty, University St. Cyril and Methodius, in Skopje, North Mace-
donia, No 03-525/8, on February 7th 2024. The committee operates in accordance 
with the directive 2001/20/EC of the European Parliament and the Council since 
04.04.2001. An informed consent form for participation in the study was prepared 
and signed by the parent, guardian, or legal representative of all participants prior 
to data inclusion in the study. The study was conducted in accordance with the 
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ethical principles of the Declaration of Helsinki and applicable national guidelines. 
Patient confidentiality was strictly maintained throughout the study.

The type of epilepsy, seizure types, and the response to AED are monitored in all 
subjects until the year 2023. All patients with CNVs and/or epilepsy, in whom 
aCGH was performed, were included. Inclusion and exclusion criteria include the 
following: 

Inclusion criteria:  

•	 Age of 0-14 years

•	 Diagnosis of epilepsy

•	 Diagnosis of microdeletions and/or microduplications

Exclusion criteria:

•	 Neurodegenerative diseases

•	 Cerebral palsy of non-genetic cause with no diagnosed epilepsy 

•	 Neurological single gene disorders (e.g., neurofibromatosis, tuberous sclerosis)

•	 Known neurogenetic syndromes (Down syndrome and fragile X syndrome)

Based on the established diagnosis of epilepsy, a classification of epilepsy and sei-
zures was performed. According to the 2017 ILAE Classification of Epilepsies, they 
were classified into focal and generalized epilepsy types. The type of seizure was 
determined due to hetero/anamnesis, classifying into focal with/without general-
ization and generalized according to the 2017 ILAE Classification of Seizures. The 
efficacy of the prescribed AED was also evaluated, and was classified into refractory 
(RE) and controlled epilepsy (CE) (2014 ILAE Definition).

EEG findings were re/evaluated for the diagnosis of epilepsy and determination of 
the type of epileptiform discharges. EEG findings were classified into generalized 
discharges, focal/multifocal discharges, hypsarrhythmia, and normal findings. Re-
garding the CNVs due to aCGH testing, microdeletion or/and/or microduplication 
was determined. Data on clinical characteristics were collected due to the presence/
absence of dysmorphic features, motoric deficiency, and mental deficiency.

The results of neuroimaging analyses (brain MRI) were evaluated. For detection of 
the pathogenicity of the obtained changes, the aDGV (array Database of Genomic 
Variants) database was used, and other databases were included as needed – Clin-
Var, OMIM, Decipher, etc.



49

Learta Alili Ademi, Elena Sukarova-Angelovska
Analysis of the Electroencephalographic and Clinical Phenotype of Epilepsy in Children With Small Chromosomal Changes

The following data were collected from the subjects: gender; age of first seizure; 
motor deficit; mental deficit, CNVs; type of EEG trace; type of epileptic seizure; 
types of epilepsy; dysmorphic features; changes in neuroimaging, number of AEDs 
used, and type of epilepsy in relation to refractoriness. 

The classification of patients into groups was performed due to the presence/ab-
sence of epilepsy and/or the presence/absence of CNVs. Therefore, classified into: 
Group A (A) included those with epilepsy and CNVs, Group B1 (B1) with detected 
CNVs without epilepsy, and Group B2 (B2) with epilepsy without CNVs.

The classification of patients into groups is shown in Table 1.

Table 1: 

Classification of patients into groups due to the presence/absence of epilepsy and/or the 
presence/absence of CNVs

Group A
Group B
B1 B2

Epilepsy and small 
chromosomal changes

CNVs without epilepsy Epilepsy without CNVs

STATISTICAL ANALYSIS: Continuous data were interpreted using standard de-
scriptive statistics: mean, standard deviation, maximum value, minimum value 
(SD; min-max), and number of observations. Categorical variables were summa-
rized as absolute frequencies and percentages. Group comparisons were performed 
using Pearson’s chi-square test to evaluate associations between categorical var-
iables when expected cell counts were adequate. Fisher’s exact test was applied 
in parallel for contingency tables with small cell counts to ensure the robustness 
of significance testing. Effect sizes were quantified using Cramér’s V to comple-
ment p-values and to assess the magnitude of observed associations, with values 
>0.1 interpreted as clinically meaningful. A two-sided p-value <0.05 was considered 
statistically significant. All analyses were conducted using the STATA statistical 
software package (version 12.0), ensuring standardized and reproducible statisti-
cal evaluation of group differences.

Results
Genetic analysis (arrayCGH) was performed in 193 subjects. In 144 (74.6%) sub-
jects, small chromosomal changes (CNVs) were detected, of which 69 (47.92%) 



IJTNS
International Journal of Technical and Natural Sciences

50

were female, and 75 (52.08%) were male. Of these, 84 (58.33%) had a microdele-
tion, 43 (29.86%) had a microduplication, while 17 (11.81%) had both a microde-
letion and a microduplication. In the groups, microdeletion was the most common, 
detected in 30/52 (57.69%) of group A and in 54/92 (58.70%) of group B1. Micro-
duplication was detected in 16/52 (30.77%) in Group A, and in 27/92 (29.35%) of 
Group B1 (as shown in Table 2). Microdeletions were the predominant CNV type 
in both groups. The distribution of CNV types between Group A and Group B1 did 
not differ significantly, as demonstrated by the chi-square test (p = 0.984), with a 
negligible effect size (Cramer’s V = 0.015), indicating no meaningful association 
between CNV type and group allocation.

Table 2:

Analysis of the types of small chromosomal changes in each group of patients with CNVs 
(group A and group B1) 

Group 
A

Group 
B1

Total
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N = 52 N = 92 N =144

CNVs

Microdeletion 30 
(57.6%)

54 
(58.7%)

84  
(58.3%)

0.0331 0.984 1.000 0.0152
Microduplication 16 

(30.8%)
27  
(29.4%)

43   
(29.9%

Both 6 
(11.5%)

11  
(11.9%)

17  
(11.8%)

Statistical analysis was performed using STATA version 12.0. Statistical signifi-
cance was assessed using the chi-square test (p < 0.05), with effect size estimated 
by Cramer’s V (significant if > 0.1). Fisher’s exact test was applied where appropri-
ate.

Characteristics of the Patients
Out of 144 patients with small chromosomal changes, 108 (75%) had motor defi-
ciency. Motor deficiency was present in 78/101 with epilepsy. Motor impairment 
was most frequently associated with microdeletions, occurring in 61 of 84 patients 
(72.6%), with a statistically significant association between CNV type and motor 
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deficit (Pearson’s chi square (1) = 12.57, p < 0.001; Fisher’s exact test p < 0.001), 
and a moderate effect size (Cramér’s V = 0.35), indicating a meaningful relation-
ship between microdeletions and motor dysfunction. 

Mental deficit was noted in 133/144 subjects (92.36%) with small chromosomal 
changes, most prevalent in the microdeletion type of small chromosomal change, 
and in 79/84 (94.05%) subjects. However, due to the uniformly high prevalence, 
statistical discrimination between CNV types was limited, suggesting that mental 
deficit represents a core phenotype associated with CNVs irrespective of subtype. 

Dysmorphia was noted in 137/144 (95.14%) of the patients with small chromo-
somal changes. In patients with epilepsy, it was noted in 87/101 (86.1%), group A 
= 49, group B2 = 38. However, no statistically significant association was found be-
tween epilepsy status and dysmorphia (Pearson’s chi-square (1) = 0.16, p = 0.689; 
Fisher’s exact test, p = 0.776; Cramér’s V = 0.04), indicating a negligible effect size. 
(see Table 3 and Figure 1).

Table 3: 

Analysis of demographic and clinical characteristics of patients in each group separately. 

Statistical analysis using the statistical software package STATA 12.0, chi-square 
test, Fisher’s exact test, and Cramer’s V test were evaluated *significant at p<0.05, 
Cramer’s V > 0.1

Group A Group 
B1

Group 
B2

Total

C
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e)
 *
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sh
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t t
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t

Cr
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V

N = 52 N = 92 N = 49 N =193

Female 24  
(46.2%)

45  
(48.9%)

19  
(38.8%)

88   
(45.6%)

1.3335 0.513 0.538 0.0831

Male 28  
(53.9%)

47  
(51.1%)

30  
(61.2%)

105  
(54.4%)

Dysmorphia 49  
(94.2%)

88 
(95.6%)

38  
(77.6%)

175 
(90.7%)

13.452 0.001** 0.003 0.2640

Motor 
deficit

48  
(92.3%)

60  
(65.2%)

30  
(61.2%)

138 
(71.5%)

15.370 0.000** 0.000 0.2822

Mental 
deficit

50  
(96.2%)

83  
(90.2%)

49 
(100%)

182 
(94.3%)

6.1477 0.046* 0.039 0.1785

*significant at 0.05 level, ** significant at 0.01 level
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When clinical characteristics were compared across all three groups (A, B1, and 
B2), significant differences were observed for dysmorphia (p = 0.001; Cramér’s V = 
0.26), motor deficit (p < 0.001; Cramér’s V = 0.28), and mental deficit (p = 0.046; 
Cramér’s V = 0.18), while sex distribution did not differ significantly between 
groups (p = 0.513). Demonstrated in Table 3. These findings support the presence 
of distinct clinical profiles across the patient groups.

Figure 1: 

Graphical representation of the classification of patient groups and respondent clinical 
characteristics of patients in groups, and results of the survey analysis presented in per-
centage

Among patients with epilepsy, 39/60 (65%) were patients with the controlled type 
of epilepsy (group A = 18, group B2 = 21), while 39/41 (95.12%) were patients with 
the refractory type of epilepsy (group A = 30, group B2 = 9). Mental deficit was 
detected in controlled epilepsy 60/60 patients (group A = 21, group B2 = 39), while 
in refractory epilepsy 39/41 patients (group A = 29, group B2 = 10) (see Table 4). 
Despite these high prevalences, the association between epilepsy type (controlled 
vs. refractory) and clinical features did not reach statistical significance (Pearson’s 
chi-square (1) = 2.99, p = 0.084; Fisher’s exact test, p = 0.162), with a small-to-mod-
erate effect size (Cramer’s V = 0.17).
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Table 4: 

Prevalence of motor deficit, mental deficit, and dysmorphia in groups of patients with 
epilepsy (Group A and Group B2) in relation to types of epilepsy

Epilepsy type Motor deficiency
Group A Group B2

Absent (N) Present (N) Absent (N) Present (N)

Refractory 1 30 1 9
Controlled 3 18 18 21

Total 4 48 19 30
Epilepsy type Mental deficiency

Group A Group B2

Absent (N) Present (N) Absent (N) Present (N)

Refractory 2 29 0 10
Controlled 0 21 0 39

Total 2 50 0 49
Epilepsy type Dysmorphia

Group A Group B2

Absent(N) Present (N) Absent (N) Present (N)

Refractory 2 29 3 7
Controlled 1 20 8 31

Total 3 49 11 38
N = number of patients

Table 5: 

Prevalence of epilepsy and types of epilepsy in patients with small chromosomal changes 
(group A + group B1). 

Statistical analysis using statistical software package STATA 12.0, chi square test, Fish-
ers exact test and Cramers V test were evaluated *significant at p<0.05, Cramers V > 0.1

CNVs Epilepsy Total
No Yes

None 0 49 (48.5%)1 49 (25.39%)

Present 92 (100.00%) 52 (51.49%) 144 (74.61%)

Total 92 (100.00%) 101 (100.00%) 193 (100.00%)

Pearson’s chi2(1) = 59.8215  Pr = 0.000, Cramer’s V = - 0.5567, Fishers exact = 0.000 
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CNVs Epilepsy type Total

Refractory Controlled

None 10 (9.90%) 39 (38.61%) 49 (48.51%)

Present 31 (30.69%) 21 (20.79%) 52 (51.49%)

Total 41 (40.59%) 60(59.41%) 101

Pearson’s chi2(1) = 16.0812    Pr = 0.000, Cramer’s V = 0.3990, Fishers exact = 
0.000

Epilepsy was diagnosed in 101 of the patients, of which 43/101 (42.57%) were 
female, 24 (55.8%) from group A and 19 (44.2%) from group B2, while 58/101 
(57.43%) were male, Group A = 28 (48.2%) and Group B2 = 30 (51.8%) (see Table 
5). N = 41 (40.59%) had refractory epilepsy, of whom 19 (46.34%) were female, and 
22 (53.66%) were male, while N = 60 (59.41%) had controlled epilepsy, of whom 24 
were female (40%) and 36 were male (60%) (see Table 5). Sex distribution did not 
show a marked imbalance between refractory and controlled epilepsy, suggesting 
that sex was not a major determinant of epilepsy severity in this cohort.

A highly significant association was observed between the presence of CNVs and 
epilepsy (Pearson’s chi-square (1) = 59.82, p < 0.001; Fisher’s exact test, p < 0.001). 
All patients without CNVs were non-epileptic, whereas epilepsy was present in 52 
of 144 patients (51.5%) with CNVs. The effect size was large (Cramer’s V = 0.56), 
indicating a strong and clinically meaningful association between CNVs and the 
occurrence of epilepsy.

Furthermore, CNV status was significantly associated with epilepsy type (refractory 
versus controlled) (Pearson’s chi-square (1) = 16.08, p < 0.001; Fisher’s exact test, p < 
0.001). Refractory epilepsy was more frequent among patients with CNVs (31/52, 
59.6%) compared with those without CNVs (10/49, 20.4%), whereas controlled ep-
ilepsy predominated in patients without CNVs. The corresponding Cramer’s V val-
ue (0.40) indicates a moderate-to-strong effect size, suggesting that the presence of 
CNVs is not only associated with epilepsy occurrence but also with increased epilep-
sy severity. Overall, Table 5 demonstrates a robust statistical relationship between 
small chromosomal changes and both the presence and refractoriness of epilepsy, 
supported by highly significant p-values and moderate-to-large effect sizes, under-
scoring the clinical relevance of CNVs in epilepsy risk stratification.

Neuroimaging was performed in 135/193 of patients from the groups, namely 
group A = 52, group B1 = 60, and group B2 = 49. The most common finding was 
normal findings, in 83 patients, compared to 52 patients with abnormalities in 
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brain structures. When neuroimaging findings were compared across Groups A, 
B1, and B2, normal imaging remained the predominant finding in all groups. Sta-
tistical comparison did not demonstrate a significant difference in the distribution 
of normal versus abnormal neuroimaging findings between groups (chi-square 
test, p > 0.05), indicating that the presence of structural brain abnormalities was 
not strongly associated with group allocation.

Clinical Characteristics of Epileptic Seizures and Epilepsy
Epileptic seizures were detected in a total of 107 patients, i.e., in 101 patients with 
epilepsy, group A = 52, group B1 = 6, and group B2 = 49, of which the generalized 
type occurs in a total of 50/107 patients, namely in 25/52 subjects from group A, 
2/92 patients from group B1 and 23/49 patients from group B2. In group A, the 
most common type of epileptic seizure is generalized, in group B1, the most com-
mon type of epileptic seizure is focal (4/6), while in group B2, the most common 
type of epileptic seizure is focal with/without generalization (26/49). Due to the 
small number of epileptic patients in Group B1, statistical comparisons of seizure 
types were performed between Group A (patients with CNVs) and Group B2 (pa-
tients without CNVs) (see Table 6).

As shown in Table 6, seizure-type distribution differed significantly between 
Groups A and B2 when stratified by epilepsy type (refractory vs. controlled). The 
overall comparison demonstrated a statistically significant association between 
seizure type and group allocation (Pearson’s chi-square (2) = 27.83, p < 0.001; Fish-
er’s exact test, p < 0.001), with a large effect size (Cramer’s V = 0.53), indicating a 
strong and clinically meaningful relationship.

In patients with refractory epilepsy, polymorphic seizures were the most common 
seizure type, occurring in 26 of 41 patients (63.4%), including 18 patients from 
Group A and 8 patients from Group B2. Conversely, in patients with controlled epi-
lepsy, generalized seizures predominated, affecting 36 of 60 patients (60.0%), with 
15 patients from Group A and 21 patients from Group B2 (see Table 6).
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Table 6:

Analysis of seizure types in types of epilepsy in patients with (group A) and without 
CNVs (group B2) using the statistical software package STATA 12.0. 

Statistical analysis using the statistical software package STATA 12.0, chi-square test, Fish-
er’s exact test, and Cramér’s V test were evaluated *significant at p<0.05, Cramér’s V > 0.1

Epileptic seizure type Group A Group B2

Refractory 
epilepsy 

Controlled 
epilepsy

Refractory 
epilepsy 

Controlled 
epilepsy

Total

Focal with/without 
generalization

3 (9.7%) 4 (19.1%) 0 12 (30.7%) 19

Generalized 10 (32.3%) 15 (71.4%) 2 (20%) 21 (53.9%) 48

Polymorphic 18 (58%) 2 (9.5%) 8 (80%) 6 (15.4%) 34

Total 31 21 10 39 101

(Pearson chi2 (2) = 27.8349.  Pr = 0.000, Cramer’s V = 0.5250, Fishers exact = 
0.000).

Polymorphic seizures were strongly associated with refractory epilepsy, especially in 
patients with CNVs, suggesting a more complex and severe epileptic phenotype in this 
group. In contrast, generalized seizures were more common in controlled epilepsy, 
regardless of CNV status, indicating a comparatively more favorable seizure profile. 
Overall, these findings indicate that seizure semiology differs between patients with 
and without CNVs and between refractory and controlled epilepsy, with CNV-positive 
patients showing a higher burden of complex and polymorphic seizure types.

The age of onset of the first seizure in the subjects is equally distributed under 
1 year of age and over 1 year of age. In 52/107 (48.6%) subjects with epileptic 
seizures, the first seizure occurred under 1 year of age, while in 55/107 (51.4%) 
subjects, it occurred over 1 year of age. However, group-wise analysis revealed a 
significant difference in the timing of seizure onset. In Group A, seizure onset 
most frequently occurred before 1 year of age, affecting 32 of 52 patients (61.5%), 
whereas in Group B2, seizure onset was more commonly observed after 1 year of 
age, occurring in 31 of 49 patients (63.3%). Statistical analysis demonstrated a sig-
nificant association between group allocation and age at seizure onset (Pearson’s 
chi-square (2) = 6.81, p = 0.033; Fisher’s exact test, p = 0.038). Furthermore, the 
Cramer’s V value exceeding 0.1 (Cramer’s V = 0.25) indicates that the association is 
not only statistically significant but also of potential clinical relevance, suggesting 
that CNV-positive epilepsy is associated with an earlier onset of seizures.
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Regarding antiepileptic therapy, the most common is the use of monotherapy, in 
59 subjects, while polytherapy is used in 42 subjects. However, in group A, pol-
ytherapy with AED is used in most subjects, in 28 subjects, compared to group 
B2, in which polytherapy is used in 14 subjects. Statistical analysis demonstrat-
ed a significant association between group allocation and AED treatment strategy 
(Pearson’s chi-square = 6.63, p = 0.010; Fisher’s exact test, p = 0.009–0.015). The 
effect size was small to moderate (Cramer’s V = 0.26), indicating a clinically rele-
vant difference in treatment complexity between groups. Although monotherapy 
predominated in the overall cohort, patients in Group A were significantly more 
likely to require AED polytherapy than patients in Group B2. The statistically sig-
nificant p-values confirm that this difference is unlikely to be due to chance, while 
the Cramer’s V value exceeding 0.1 indicates a meaningful association. These find-
ings suggest that patients in Group A exhibit a more severe or treatment-resistant 
epilepsy phenotype, necessitating more complex pharmacological management.

Among the 101 patients diagnosed with epilepsy, generalized epilepsy was the most 
frequent epilepsy type, occurring in 57 patients (56.4%). Generalized epilepsy was 
more common in Group A, affecting 33 of 52 patients (63.5%), compared with 
Group B2, where it was observed in 24 of 49 patients (49.0%). Focal epilepsy with 
or without secondary generalization was identified in 32 patients (31.7%), with a 
higher prevalence in Group B2 (22 patients) than in Group A (10 patients). Epileptic 
encephalopathies were less frequent: West syndrome was diagnosed in 11 patients 
(10.9%), while Dravet syndrome was observed in only one patient (1.0%). Statisti-
cal analysis demonstrated a significant association between epilepsy type and group 
allocation (Pearson’s chi-square (3) = 9.11, p = 0.028; Fisher’s exact test p = 0.019), 
with a moderate effect size (Cramer’s V = 0.30), indicating that epilepsy classification 
differed meaningfully between patients with and without CNVs.

Within the CNV-positive group (Group A), generalized epilepsy was most com-
monly associated with microdeletions (15/33), followed by microduplications 
(14/33) and combined CNVs (4/33). Focal epilepsy was less frequent and was ob-
served across all CNV subtypes. West syndrome was identified predominantly in 
patients with microdeletions. However, the overall association between CNV sub-
type and epilepsy type did not reach statistical significance (Pearson’s chi-square 
(6) = 9.93, p = 0.128; Fisher’s exact test, p = 0.080), despite a moderate effect size 
(Cramer’s V = 0.31). More detailed analysis of types of epilepsy due to types of 
small chromosomal changes is shown in Table 7.
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Table 7: 

Analysis of prevalence of the type of epilepsy in relation to the type of small chromosomal 
change in patients with CNVs (group A) 

Statistical analysis using the statistical software package STATA 12.0, chi-square test, Fish-
er’s exact test, and Cramér’s V test were evaluated *significant at p<0.05, Cramér’s V > 0.1

CNVs type Focal Generalized Dravet sy West sy Total
Microdeletion 6  

(60.00%)
15  
(45.45%)

1 
(100.00%)

8  
(10.00%)

30  
(57.69%)

Microduplication 2  
(20.00%)

14  
(42.42%)

0  
(0.00%)

0  
(0.00%)

16  
(30.77%)

Both 2  
(20.00%)

4  
(12.12%)

0  
(0.00%)

0  
(0.00%)

6  
(11.54%)

Total 10 
(100.00%)

33  
(100.00%)

1  
(100.00%)

8  
(100.00%)

52 
(100.00%)

Pearson chi2 (6) = 9.9299.  Pr = 0.128, Cramer’s V = 0.3090, Fishers exact = 0.080

Regarding epilepsy severity, refractory epilepsy was markedly more prevalent in 
Group A, affecting 31 of 41 patients with refractory epilepsy (75.6%), compared 
with 10 of 41 patients (24.4%) in Group B2, indicating a strong association be-
tween CNV presence and treatment-resistant epilepsy. Overall, statistically sig-
nificant findings support the conclusion that CNV status is associated with both 
epilepsy type and severity. Within Group A, refractory epilepsy was more common 
than controlled epilepsy (31/52, 59.6% vs. 21/52, 40.4%), indicating a higher bur-
den of treatment-resistant epilepsy among patients with CNVs.

Electroencephalographic Characteristics
Electroencephalography (EEG) was performed in 74/144 subjects with small chro-
mosomal changes, of which focal/multifocal epileptiform seizures were noted in 
33/73 (44.59%) subjects (group A = 20, group B1 = 13), generalized seizures in 
27/73 (36.49%) subjects (group A = 22, group B1 = 5). Statistical analysis demon-
strated a significant difference in EEG epileptiform patterns between groups (Pear-
son’s chi-square (6) = 13.01, p = 0.043; Fisher’s exact test p = 0.045), with a mod-
erate effect size (Cramer’s V = 0.30), indicating a meaningful association between 
group allocation and EEG seizure pattern (see Table 8).
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The most common EEG finding in the groups is focal/multifocal bursts in 63/123 
subjects; however, in group A, the most common finding is generalized bursts in 22 
subjects. Hypsarrhythmia occurred in 9 (12.16%) subjects (9 from group A), while 
normal findings were noted in 5 patients. The distribution of EEG findings differed 
significantly among the three groups (Pearson’s chi-square (6) = 23.91, p = 0.001; 
Fisher’s exact test, p = 0.002), with a moderate effect size (Cramer’s V = 0.31). These 
results indicate that EEG patterns vary significantly according to group, with more 
severe and generalized EEG abnormalities, including hypsarrhythmia, clustering in 
patients with CNVs, particularly in Group A (Table 8).

Table 8: 

Analysis of clinical and electroencephalographic characteristics of epilepsy in each group 
of patients (group A, group B1, and group B2). 

Statistical analysis using the statistical software package STATA 12.0, chi-square test, Fish-
er’s exact test, and Cramer’s V test were evaluated *significant at p<0.05, Cramer’s V > 0.1
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Refractory 31 

(59.62%)
10  
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(40.59%)

Controlled 21 
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(59.41%)

Type

9.
11
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0.
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Focal 10 
(19.23%)

22 
(44.90%)
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Generalized 33 
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(56.44%)

Dravet sy 1   
(1.92%)

1  
(0.99%

West sy 8  
(15.38%)

3  
(6.12%)

11  
(10.89%)
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Epileptic  
seizure

52  6 49 107
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(33.33%)

23  
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(46.73%)
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(38.46%)
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(28.57%)

34  
(31.78%)

EEG findings 52 21 49 122
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(4.07%)
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0.

89
57

0.
63

9

0.
65

0

0.
07

46

Normal 32  
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31  
(63.27%)

55  
(51.40%)

*significant at 0.05 level, ** significant at 0.01 level
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Electroclinical Characteristics of Small Chromosomal Changes
The most common type of epileptic seizure in subjects with small chromosomal 
changes is a generalized epileptic seizure, which occurs in 27 subjects out of a to-
tal of 58 subjects who experienced an epileptic seizure (see Table 8). Epileptic sei-
zures most often occur in a microdeletion type of chromosomal change, in 33/58 
(56.90%) subjects. Statistical analysis did not demonstrate a significant associa-
tion between seizure type and CNV subtype (microdeletion, microduplication, or 
combined changes) (Pearson’s chi-square (4) = 5.06, p = 0.281; Fisher’s exact test, 
p = 0.23). The effect size was small to moderate (Cramer’s V = 0.21), suggesting 
a possible trend without reaching statistical significance, likely influenced by the 
limited sample size within CNV subgroups.

Although generalized seizures and microdeletions predominated among patients 
with CNVs and epilepsy, the lack of statistical significance indicates that seizure 
type is not strongly determined by CNV subtype alone. The modest effect size sug-
gests a potential association that may become evident in larger cohorts. 

The largest number of subjects with epilepsy were noted in small chromosomal 
changes on chromosome 4. Also shown for the other chromosomes in Figure 2. The 
clustering of epileptic cases in CNVs involving chromosome 4 points toward chro-
mosome-specific susceptibility, warranting further investigation of gene content 
and dosage-sensitive regions on this chromosome.
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Figure 2: 

Graphical presentation of the number of patients with small chromosomal changes who 
have epilepsy, shown for each chromosome separately.

(*No 23 = Chromosome Y, **No 24 = Chromosome X)

The most common microdeletion syndromes in which epilepsy was diagnosed are 
Wolf-Hirschhorn syndrome (6/7 subjects), Angelman syndrome (3/5 subjects), 
and Williams syndrome (1/9 subjects). More detailed information regarding these 
syndromes and their electroclinical characteristics is given in Table 9.
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Table 9: 

Prevalence of epilepsy and the electroclinical phenotype in most common microdeletion 
syndromes with their genotype in our group of patients (group A+ group B1)
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Wolf-
Hirschhorn 
syndrome

del4p 6/7 REF (4)  GEN 
(4)  

PS (5) HA (2) < 1: 6 POLYTH 
(4)

NORM(5)

CONT 
(2) 

WS (2) FwG 
(1)

F/MF 
(2)

MON-
OTH (2)

ABN (1)

G (2)

Angelman 
syndrome

del15q 
11-13

3/5 REF (3) GEN 
(2)

GS (2) G (2) < 1: 2 POLYTH 
(3)

NORM 
(3)

WS (1) PS (1) HA (1) >1: 1

Williams 
syndrome

del7q 
11.23

1/9 REF (1) WS (1) PS IS 
(1)

HA (1) < 1 POLYTH 
(1)

ABN (1)

The remaining small chromosomal changes in which epilepsy is more frequent are 
microCNVs on chromosome 4, chromosome 1, chromosome 10, chromosome 9, 
and chromosome 15. More details about the types of CNVs and their electroclinical 
characteristics are shown in Table 10.

Table 10: 

Type of epilepsy, type of epileptic seizure and type of EEG findings found in number of 
patients with types (deletion/duplication) of small chromosomal changes shown for each 
chromosome number separately.

Chr Microdeletion/

microduplication

N Epilepsy 
type (N)

Epilepsy 
type (N)

Epileptic 
seizure 
type (N)

EEG 
findings 
(N)

1 Del1p 6 REF (3) GEN (3) FwG (3) F/MF (2)

Del1q21 (3) G (2)

dup1p13.3 CONT (3) F (2) GS (3) HA (2)

dup1q21.2 WS (1)
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2 Del2p 2 REF (2) F (1) FwG (1) F/MF (1)

del2q24.3 DS (1) GS (1) G (1)

3 del3p25.3 3 REF (1) GEN (3) FwG (1) F/MF (2)

del3q29 CONT (1) GS (2) HA (1)

dup3p11.1

4 Del4p (6) 8 REF (4) GEN (6) GS (2) Norm (1)

del4q13.1 CONT (4) WS (2) PS (5) HA (2)

F/MF (2)

dup4q24 FwG (1) G (3)

6 del6q22.1 1 CONT (1) GEN (1) GS (1) MF (1)

7 Del7q11.23 3 REF (1) GEN (2) GS (2) MF (1)

dup7q31.1 CONT (2) WS (1) PS (1) G (1)

dup7q35 HA (1)

8 dup8p11.21p11.1x3 2 REF (2) GEN (2) GS (2) G (1)

dup8p23.3

9 del9p24.3 4 REF (4) GEN (2) GS (1) MF (2)

dup9p del9p dup9q F (2) FwG (3) G (1)

del9q31.1 (2) F (1)

10 del10q26.3 5 REF (3) GEN (2) FwG (2) F/MF (2)

dup10q25.3

del10q11.22 F (2) G (2)

dup10p13 CONT (2) GS (3)

dup10q11.22 WS (1) HA (1)

dup10q22.2

11 dup11p11.12 1 REF (1) GEN (1) GS (1) G (1)

14 del14q11.2 1 REF (1) GEN (1) GS (1) MF (1)

15 del15q11.2q13.1 (3) 5 REF (4) GEN (3) FwG (1) F/MF (1)

dup15q11.2q13.3 CONT (1) F (1) GS (3) MF (1)

del15q24.1 WS (1) PS (1) G (2)

HA (1)
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16 del16p11.2 3 REF (2) GEN (1) GS (2) G (1)

Del16p13.11 CONT (1) WS (2) PS (1) HA (2)

dup16q22.2

17 dup17p11.2 1 REF (1) GEN (1) GS (1) G (1)

18 del18p 2 REF (2) GEN (1) GS (2) MF (1)

dup18p11.32x4 WS (1) HA (1)

19 del19p13.13 1 REF (1) GEN (1) GS (1) G (1)

20 del20p11.1q11.1 2 REF (1) GEN (1) FwG (1) F/MF (1)

del20q CONT (1) F (1) GS (1) G (1)

21 del21q22.3 1 CONT (1) GEN (1) GS (1) G (1)

22 dup22q11.21 1 CONT (1) GEN (1) GS (1) G (1)

X delXp22.12 3 REF (3) GEN (2) FwG (1) F/MF (2)

dupXp22.33x3 F (1) PS (2) G (1)

dupXp11.23

Y dupYp11.2q11.22 2 REF (2) F (1) FwG (1) F/MF (2)

dupYq11.22.3 GEN (1) GS (1)

Abbreviations for Table 9 and Table 10
Refractory REF Focal with 

generalization
FwG Monotherapy MONOTH

Controlled CONT Infantile 
spasms

IS Normal finding NORM

Generalized  GEN Focal/
multifocal 
discharges

F/MF With 
abnormalities

ABN

West 
syndrome

WS Generalized 
discharges

G Generalized 
seizure

GS

Polymorphic 
seizures

PS Polytherapy POLYTH Hypsarrhyth-
mia

HA

Focal 
epilepsy

F Dravet sy DS Number of 
patients 

N
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Discussion
In this study, aCGH analysis identified CNVs in approximately three-quarters of 
the tested children, supporting its diagnostic utility in the evaluation of neurode-
velopmental disorders and epilepsy. Although microdeletions were more frequent-
ly observed, the CNV subtype alone did not appear sufficient to account for the 
range of phenotypes seen. Moreover, epilepsy risk may be influenced by CNV size, 
gene content, and involvement of recurrent pathogenic loci, rather than by dele-
tion versus duplication status alone (Miller et al., 2010; Cooper et al., 2011; Mef-
ford et al., 2011; Coe et al., 2014; Olson et al., 2014).

Neurodevelopmental impairment was a prominent feature in CNV-positive pa-
tients. Motor deficit occurred more often in patients with microdeletions, con-
sistent with the stronger impact of haploinsufficiency on dosage-sensitive genes 
involved in development (Miller et al., 2010; Cooper et al., 2011; Coe et al., 2014). 
Regardless of CNVs subtype, cognitive impairment was present in nearly all pa-
tients, reflecting a common outcome of diverse genomic rearrangements (Girirajan 
et al., 2012; Olson et al., 2014). Dysmorphic features were frequent but showed no 
meaningful association with epilepsy status, in keeping with evidence that dys-
morphia reflects genomic imbalance rather than epileptogenic mechanisms.

Epilepsy affected more than half of the patients and was strongly associated with 
CNV presence, showing a markedly higher prevalence of refractory epilepsy. These 
results support earlier reports demonstrating a higher prevalence of rare CNVs in 
drug-resistant epilepsy and developmental and epileptic encephalopathies (Mef-
ford et al., 2010; Berg et al., 2010; Mefford et al., 2011; Møller et al., 2015). Seizure 
phenotype appeared to vary with genetic status, with polymorphic seizures more 
often observed in refractory epilepsy and generalized seizures more commonly 
seen in controlled epilepsy. These observations may be consistent with underly-
ing network involvement in genetic epilepsy, although alternative explanations are 
considered as possible (Mefford et al., 2011; Coppola et al., 2019).

Patients with CNVs more often experienced seizure onset within the first year of 
life and more frequently required polytherapy, features commonly associated with 
greater epilepsy severity and less favorable prognosis (Berg et al., 2010; Mefford 
et al., 2011). The predominance of normal neuroimaging findings suggests that 
genetic epilepsies are mainly characterized by molecular and circuit-level distur-
bances, rather than by gross structural abnormalities (Gaillard et al., 2009; Bark-
ovich et al., 2015). EEG abnormalities were prevalent and varied across groups; 
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meanwhile, CNV-positive patients, especially those with refractory epilepsy, more 
often showed generalized discharges and severe EEG patterns such as hypsarrhyth-
mia, suggesting widespread network disruption (Mefford et al., 2011; Olson et al., 
2014; Scheffer et al., 2017).

Significant electroclinical heterogeneity was evident at the chromosome level, with 
clustering of epilepsy in CNVs affecting chromosomes 4, 15, 1, 9, and 10. The prom-
inence of chromosome 4, especially the 4p and 4q regions, aligns with known geno-
type–phenotype correlations, including Wolf–Hirschhorn syndrome (Zollino et al., 
2014; Paprocka et al., 2024). CNVs at 15q11–q13 and other recurrent loci showed 
similarly diverse epilepsy phenotypes, showing the importance of locus-specific 
interpretation (Helbig et al., 2009; Ben-Shachar et al., 2009; Mefford et al., 2011).

Our findings suggest that CNVs may be associated with epilepsy through disrup-
tion of neurodevelopmental networks, with potential effects on seizure type and 
severity, EEG features, and treatment response. Broad CNV classification alone 
may not be sufficient to consistently predict clinical outcomes, and more detailed 
locus and gene-level interpretation could be helpful in improving clinical interpre-
tation.

The strengths of this study include the integration of genomic data with detailed 
electroclinical phenotyping and the direct comparison between CNV-positive and 
CNV-negative epilepsy, which permits clinically relevant, locus-oriented observa-
tions. However, the findings should be interpreted with caution, particularly in 
light of the relatively small sample sizes for individual CNV loci. Future multicenter 
studies with larger cohorts, systematic gene-level CNV interpretation, and longitu-
dinal electroclinical follow-up will be important to further clarify genotype–pheno-
type relationships and support the development of precision medicine approaches 
in epilepsy.

Conclusion
Determining the electroclinical features of epilepsy in relation to the occurrence of 
small chromosomal changes may, in the future, provide a more appropriate classi-
fication of epilepsies and provide key information in identifying the role of genes 
involved in the development of epilepsy. Knowledge about the outcome of epilepsy 
may be enriched, and the application of targeted antiepileptic therapy based on 
specific chromosomal changes may be possible.
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Abstract

Dental erosion is a multifactorial issue that is becoming increasingly related 
to modern eating patterns, and particularly due to the increased amount 
of acidic food and drinks being consumed. Although some studies have 
demonstrated that dietary acids can erode teeth in a laboratory setting, 
very few clinical studies have examined the habits of adult individuals who 
consume these types of foods. Therefore, the purpose of this study was to 
evaluate the relationship between the frequency of consumption of various 
acidic dietary products (lemons, carbonated beverages, sour candies, vinegar, 
pickled vegetables, and sports drinks) and the presence of dental erosion in 
adult patients. The primary hypothesis of this study is that adult patients 
diagnosed with clinical dental erosion consume acid-containing dietary 
products more frequently than adults without erosive lesions. To test the 
hypothesis, a quantitative, cross-sectional study was conducted with a 
sample of 60 adult patients aged 18-40 years who presented at a dental 
clinic in a university environment. Each participant underwent a clinical 
examination performed by trained and calibrated dental examiners. The 
participants were divided into two groups: a study group of patients with 
clinically confirmed erosive lesions (n = 30) and a control group of patients 
without erosive lesions (n = 30). A standardized questionnaire was used to 
ascertain the dietary patterns of each group of participants by determining 
how much the participants consumed weekly and monthly of the acidic 
foods (lemon juice, carbonated drinks, etc.) under study. Comparison of 
means between groups was accomplished using an independent samples 
t-test with p<0.05 set as statistically significant. Participants with dental 
erosive lesions indicated significantly greater frequency of consumption 
on both a weekly and monthly basis than participants without erosive 
lesions for all foods assessed except for pickled vegetables. 

Keywords: dental erosion, dietary acids, eating behavior, enamel 
demineralization, adults
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Introduction
Tooth erosion represents the progressive loss of hard dental tissues and has been 
a feature throughout human history. Teeth in prehistoric populations were often 
used in the processing of abrasive foods, to which structural wear naturally oc-
curred. However, due to changes in lifestyle and dietary habits, dental erosions still 
appear as a common and clinically significant feature. Currently, dental erosion is 
understood to be a chronic, localized, and pathological dental hard tissue due to 
the action of chemical dissolution brought about by acids, independent of bacte-
rial activity. In contrast to the acids produced by oral microbiota, dental erosion is 
primarily associated with exogenous dietary acids, as well as endogenous acid ex-
posure resulting from gastric reflux or recurrent vomiting, often linked to systemic 
or psychosomatic conditions. Exogenous acids are derived from dietary intake and 
are commonly found in citrus fruits, carbonated soft drinks, sour candies, vinegar, 
and sports drinks. In contrast, endogenous (intrinsic) acids originate from gastric 
sources such as reflux or vomiting, resulting in repeated acid exposure of the enam-
el surface.

This research was intended to explore the possible association between adults’ 
eating habits and the development of dental erosion. To accomplish a systematic 
and accurate analysis, research participants were divided into two groups based on 
clinical assessments of their teeth: (1) included adults with erosive lesions, and (2) 
included adults without any clinically detectable signs of erosion. A comparison of 
both groups will create an opportunity for the researchers to test for links between 
specific types of eating patterns and the progression of dental erosion.

Literature Review
The lesions in adults, such as erosion, are increasingly recognized as significant oral 
health issues, and numerous studies emphasize the role of acids, primarily from di-
etary sources, in the development of dental erosion (Chow & Brown, 1973; Samet 
et al., 2025). The mineral component of human teeth is composed of calcium and 
phosphorus apatite crystals, [Ca₁₀(PO₄)₆(OH)₂], a hard, water-insoluble salt essen-
tial for the formation of both bone and teeth. (Zhubi et al., 2024).

According to Cheng et al. (2009), acidic drinks have a direct effect on causing dem-
ineralization to the enamel, and how often a person drinks acidic drinks can be re-
lated to what their teeth look like after they have lost some enamel due to having an 
acidic drink frequently. Many studies in which a dentist examines a person for ero-
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sive lesions after their first visit show that most of the time, erosive lesions will be 
visible during a person’s first dental examination (Elton et al., 2009). There are two 
ways a person can prevent erosive lesions on their teeth from progressing. Dentists 
help to educate patients and prevent further damage from other causes (i.e., us-
ing fluoride), and patients use individual preventive measures (i.e., brushing their 
teeth twice a day, reducing intake of sugar-containing food items). Many biochemi-
cal processes in organisms use buffer solutions that keep the pH approximately the 
same throughout most of these processes, being about 7.3 and 7.4 (Samet, 2025; 
Samet & Ristovska, 2016). Many studies have found that low salivary pH increases 
enamel breakdown risk and thereby links the environments of the mouth to both 
caries and erosive lesions (Pattem et al., 2022; Samet et al., 2025).

Food and drink that are high in citric acid or phosphoric acid can sap our dental 
enamel of calcium, weakening it. When enamel becomes weaker than before it was 
consumed, the ability to properly bond to restoration materials can also diminish 
(Dina et al., 2025). For example, researchers were able to assess the effect soda bev-
erages (cola) have on enamel using in vitro studies and also determined how acidic 
(pH) citrus drinks erode an individual’s dental enamel by measuring the changes in 
pH level, as well as measuring any enamel loss during the experiment. According 
to Kessler and Türp, soda beverages weaken enamel. This finding was confirmed by 
a study by Lussi et al. in their recent publication. (Kessler & Türp, 2020; Lussi et 
al., 2023). 

The article also cites that numerous studies (Alcázar-Hernández et al., 2024; Ganss 
et al., 2001; Venables et al., 2005) show how systemic factors and lifestyle choices 
affect dental erosion. Sports drinks may cause dental damage in individuals partici-
pating in sports due to their acidity; however, recent research indicates that adding 
nano hydroxyapatite to these beverages may protect teeth from damage caused by 
the acidity of the pH. In addition, gastric reflux and psychological disorders such as 
bulimia cause adults to expose their teeth to the same acidic substance in the stom-
ach repeatedly; the level of exposure increases as a result of exacerbated vomiting 
and nausea associated with bulimia (Bahal & Djemal, 2014; Beresescu et al., 2025; 
Min et al., 2011).

Research has shown that certain medications and other pharmacological agents, 
including aspirin, aspirin-like substances (i.e., salicylates), and particularly vita-
min C, any antihypertensives (medications used to lower high blood pressure), 
and tricyclic antidepressants (which are commonly used to treat depression), may 
negatively affect the quality of saliva (i.e., pH and/or flow) and can contribute to 
enamel demineralization (Kaidonis et al., 2017; Venables et al., 2005; Zimmer et 
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al., 2015). The erosive potential of acidic beverages, specifically sports drinks such 
as those sold under the Gatorade name, has been discussed in many studies us-
ing in vitro methods, with the findings showing frequent use of these products 
can increase enamel demineralization, as well as providing insight into lifestyle 
choices and current eating/drinking patterns. Studies that assess erosive poten-
tial, however, generally have relied on in vitro experimental methods and general 
dietary patterns (González-Aragón Pineda et al., 2016; Willershausen et al., 2014). 
When producing powdered or ready-to-drink versions of sports drinks, acacia gum 
(or gum arabic) has been identified as a sugar replacement that is stable against 
salivary breakdown and oral bacteria, and therefore represents a non-cariogenic 
additive (Blazevska et al., 2025).

In summary, the studies reviewed provide overwhelming evidence for the impact 
of dietary acids on dental erosion but highlight the limited research on the pattern 
of consumption of those dietary acids in adults’ natural eating habits. Therefore, 
the purpose of this study will be to evaluate how intake of the following food and 
drink products correlates with the presence of clinically diagnosed erosive lesions 
to better understand this issue (Chow & Brown, 1973; Samet et al., 2025; Zhubi et 
al., 2024). 

Methods and Materials
The present study was designed as a quantitative cross-sectional study to assess 
the association between the consumption of acidic dietary products and the occur-
rence of dental erosions in adults. The patients in this study were adults of both 
sexes, aged 18–40 years, attending the Clinic for Dental Diseases and Endodontics 
at the University Clinical Center “Prof. Dr. Bojo Andreski” in Skopje. A sample of 
60 participants was selected, and they were clinically examined and separated into 
two groups by calibrated dental professionals based on the presence or absence 
of erosive lesions: a study group of 30 participants diagnosed with clinically con-
firmed erosive lesions of the teeth, and a control group of 30 participants without 
erosive lesions. Exclusion criteria for the study were as follows: (1) Presence of 
chronic diseases, and (2) Certain physiological conditions.

Dietary habits data were collected using a standardized questionnaire (Table 1), 
and participants were surveyed regarding their weekly and monthly intake of lem-
on juice, carbonated drinks, sour candies, vinegar (acetic acid), pickled vegetables, 
and sports drinks. The collected data were subjected to statistical analysis by using 
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statistical programs of STATISTICA 7.1; SPSS 17.0; Mean values of consumption 
frequencies between the study and control groups were compared using the inde-
pendent samples t-test.  

Table 1:

Questionnaire for consumption of specific acidic foods and beverages.

Consumption per week Consumption per month

Lemon juice

Carbonated drinks

Sour candies

Acetic acid (vinegar)

Pickled vegetables

Sports drinks

Results and Discussion
From the analysis of the result of the present study it is evident that those partici-
pants who have been diagnosed as having erosive lesions, consume a considerably 
greater amount of food and/or drink that contain an acid content than those indi-
viduals diagnosed as not having erosive lesions; which supports our hypothesis of 
this research and also corresponds with other currently available literature that has 
established that the presence of exogenous dietary acids contributes significantly 
to the aetiology of dental erosion. 

Lemon Juice Consumption

In Table 2, the results of weekly lemon juice consumption are presented. In the 
study group, the mean value was 8.2 ± 5.5, whereas in the control group it was 
lower, 2.5 ± 1.3. The difference in lemon juice consumption, in the t-test, was sta-
tistically significant (p = 0.001051).
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Table 2: Presentation of patients from both groups regarding the consumption of 
lemon juice weekly and monthly, and the t-test

Lemon 
juice

Average 
1*

Average 
2*

t-test df p N–1* N–2* St.Dev 1* St.Dev 2*

Weekly 8,24138 2,500000 3,540863 39 0,001051 29 12 5,51398 1,314257

Monthly 32,13333 6,533333 7,298063 58 0,000000 30 30 18,57832 4,897102

1*-study group 

2* - control group

On average, the monthly lemon juice consumption in the study group was 32.1 ± 
18.6, while in the control group it was much lower, 6.5 ± 4.9. The results are pre-
sented in Table 2 and Figure 1. The difference in monthly lemon juice consumption, 
according to the t-test, was statistically significant (p < 0.000001).

Figure 1: 

Presentation of patients from both groups regarding monthly lemon juice consumption.

The results indicate that the use of citric acid, which is found naturally in many 
different citrus fruits, is likely to contribute to the demineralization of the out-
er layers of tooth enamel due to its chelating properties. The highest amount of 
citric acid was found in lemon juice, which produced the greatest erosive effect in 
this study. These results support the findings by Zimmer et al. 2015 where it was 
determined that repeated exposure to citrus foods and drinks leads to an increase 
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in the amount of erosion found on tooth surfaces. González-Aragón Pineda et al. 
(2016) noted that 31.7% of adolescents developed erosive lesions because of the 
consumption of acidic drinks; thus showing that the intake of lemon juice is one of 
the major factors leading to the development of erosive lesions.

Carbonated Drink Consumption

In Table 3, the results of weekly carbonated drink consumption are presented. In 
the study group, the mean value was 14.4 ± 6.1, whereas in the control group it 
was 2.2 ± 1.1. The difference in carbonated drink consumption, in the t-test, was 
statistically significant (p < 0.000001).

Table 3: 

Presentation of patients from both groups regarding the consumption of carbonated 
drinks weekly and monthly, and the t-test

Carbonated 
drinks

Average 
1*

Average 
2*

t-test df p N–1* N–2* St.Dev.1* St.Dev.2*

Weekly 14,43333 2,166667 6,845149 40 0,000000 30 12 6,12335 1,114641

Monthly 39,66667 6,962963 8,033182 55 0,000000 30 27 20,73367 4,327741

1*-study group 

2* - control group

The average monthly consumption of carbonated drinks in the study group was 
39.6 ± 20.7, while in the control group, it was lower, 7.0 ± 4.3. These results are 
shown in Table 3 and Figure 2. The difference in monthly carbonated drink con-
sumption, in the t-test, was statistically significant (p < 0.000001).
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Figure 2: 

Presentation of patients from both groups regarding monthly carbonated drinks consumption.

Carbonated beverages contain a combination of a high level of phosphoric and cit-
ric acids, low pH, and high levels of titratable acid. Studies in vitro have shown that 
drinking these products frequently and extensively can result in very large amounts 
of enamel surface loss over time (Zimmer et al., 2015). These types of studies from 
the public health perspective should be alarming, considering the large number of 
adolescents and young adults consuming carbonated drinks regularly.

Sour Candy Consumption

Results in Table 4, weekly consumption of sour candies in the study group, where 
the mean value was 20.4 ± 11.3, while consumption of sour candies was lower in 
the control group, 2.0 ± 0.0. According to the t-test, the difference in sour candy 
consumption between the two groups was statistically significant (p = 0.000981).

Table 4: Presentation of patients from both groups regarding the consumption of 
sour candies weekly and monthly, and the t-test.

Sour candies
Average 
1*

Average 
2*

t-test df p N–1* N–2* St.Dev.1* St.Dev.2*

Weekly 20,43333 2,000000 3,617917 33 0,000981 30 5 11,25162 0,000000

Monthly 49,30000 5,100000 8,751087 48 0,000000 30 20 22,21082 4,517801

1*-study group 

2* - control group
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For monthly consumption, the study group had a mean of 49.3 ± 22.2, while the 
control group’s consumption was lower, 5.1 ± 4.5. These results are shown in Table 
4 and Figure 3. The difference in monthly sour candy consumption, according to 
the t-test, was statistically significant (p < 0.000001).

Figure 3: 

Presentation of patients from both groups regarding monthly sour candies consumption.

 Mean 
 Mean±SE 
 Mean±1,96*SE испитувана контролна

група

0

10

20

30

40

50

60

бо
нб

он
и/

 м
ес

еч
но

control group

so
ur

 c
an

di
es

 m
on

th
ly

study group group control group

so
ur

 c
an

di
es

 m
on

th
ly

study group group control group

so
ur

 c
an

di
es

 m
on

th
ly

study group group
control group

so
ur

 c
an

di
es

 m
on

th
ly

study group group

These findings also correlate with an in vitro study by Lussi et al. (2023), where it 
was shown that sour candies had the highest erosive potential because of the very 
low pH level, high acid concentration, and long duration of retention in the mouth. 
They concluded from their research that frequent use of sour candies is going to 
present a risk to tooth enamel, as even chewing gum, which contains some amount 
of calcium bicarbonate, will not provide sufficient protective effects from this acid-
ic material when used frequently (i.e., daily) for an extended period. Therefore, the 
likelihood of enamel erosion is very high for children and adolescents who are the 
primary target group for marketing sour candies. 

Vinegar Consumption

In Table 5, the results of weekly vinegar (acetic acid) consumption are presented. 
In the study group, the mean value was 20.6 ± 20.4, while consumption was lower 
in the control group, 4.6 ± 2.4 per week. The difference in vinegar consumption in 
the t-test was statistically significant (p = 0.018821).
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Table 5: 

Presentation of patients from both groups regarding the consumption of vinegar weekly 
and monthly, and the t-test

Vinegar Average 1* Average 2* t-test df p N–1* N–2* St.Dev.1* St.Dev.2*

Weekly 20,63333 4,600000 2,454051 38 0,018821 30 10 20,43912 2,366432

Monthly 34,40000 8,379310 7,454129 57 0,000000 30 29 17,83371 6,032139

1*-study group 

2* - control group

The average monthly vinegar consumption in the study group was 34.4 ± 17.8, 
while it was lower in the control group, 8.4 ± 6.0 per month. These results are 
shown in Table 5 and Figure 4. The difference in monthly vinegar consumption, in 
the t-test, was statistically significant (p = 0.018821).

Figure 4: 

Monthly vinegar consumption of both patient groups.
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The similarities found in this study are consistent with those from Willershaus-
en et al. (2014), where they report that a variety of vinegar types (e.g., balsamic, 
raspberry, white, wine) exert the same erosive effects with only minor differences 
in terms of pH levels. Acetic acid, the active ingredient in vinegar, lowers the pH 
level of the mouth and also creates damage to the tooth enamel with frequent use 
(Samet et al., 2025). The findings from the current study provide additional evi-
dence to support the classification of various types of vinegar as a high-risk food 
group when used consistently over time. 
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Pickled Vegetable Consumption

In Table 6, the results of the average weekly consumption of pickled vegetables are 
presented. In the study group, the mean value was 11.7 ± 8.9, while in the control 
group it was 5.4 ± 3.1. The difference in weekly pickled vegetable consumption, in 
the t-test, was not statistically significant (p = 0.132214).

Table 6: 

Presentation of patients from both groups regarding the consumption of pickled vegeta-
bles weekly and monthly, and the t-test

Pickled 
vegeta-
bles

Average 1* Average 2* t-test df p N–1* N–2* St.Dev.1* St.Dev.2*

Weekly 11,72414 5,400000 1,544858 32 0,132214 29 5 8,95982 3,130495

Monthly 28,44828 4,454545 7,456750 49 0,000000 29 22 14,73719 3,555375

1*-study group 

2* - control group

In Table 6 and Figure 5, the results of monthly pickled vegetable consumption are 
presented. In the study group, the mean value was 28.4 ± 14.7, while consumption 
was lower in the control group, 4.5 ± 3.6. The difference in monthly pickled vegeta-
ble consumption, was statistically significant (p < 0.000001).

Figure 5: 

Presentation of patients from both groups regarding monthly pickled vegetable consumption.
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The differences in consumption patterns may be contributing to this discrepancy, 
as infrequent use probably does not have a large effect on enamel erosive potential 
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(Beresescu et al., 2025). In addition to pH, major factors influencing the erosive 
potential of acidic foods are the frequency and duration of exposure, and salivary 
buffer capacity (Samet et al., 2025). Although it may seem that weekly consump-
tion is too insignificant to be a factor, monthly consumption better represents food 
choices that have an effect on enamel erosion.

Sports Drink Consumption

In Table 7, the weekly consumption of sports drinks is presented, where the study 
group mean value was between 5.4 ± 4.4, whereas no patients in the control group 
consumed sports drinks.

Table 7: Weekly and monthly consumption of sports drinks of both groups.

Sports 
drinks Average 1* Average 2* t-test df p N–1* N–2* St.Dev.1* St.Dev.2*

Weekly 5,35000 18 20 0 4,40424

Monthly 18,72414 2,000000 4,849739 37 0,000022 29 10 10,78324 1,333333

1*-study group 

2* - control group

The average monthly consumption of sports drinks in the study group was 18.7 ± 
10.8, while it was lower in the control group, 2.0 ± 1.3. These results are shown in 
Table 7 and Figure 6, where the difference in sports drink consumption, according 
to the t-test, was statistically significant (p = 0.000022).

Figure 6: 
Monthly sports drinks consumption of patients from both groups. 
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Sports drinks have an erosive potential due to their ingredients, which usually con-
tain both citric acid and high levels of carbohydrates. Young adults often consume 
sports drinks in large quantities and multiple times a day; therefore, they may con-
sume them immediately before or just after physical activity, at which time the 
body’s production of saliva is reduced. Lack of saliva increases the risk of deminer-
alization of teeth through food and drink sources, including sports drinks.

Interpretation and Preventive Implications

The results of the present study indicate that adults with clinically confirmed den-
tal erosion consume acidic foods and beverages significantly more frequently than 
individuals without erosive lesions. The results support previous studies, which 
have shown that regular consumption of acid (dietary acids) relates strongly to 
a significantly increased incidence of erosive tooth wear. As previously cited, de-
veloping dental erosion is directly influenced, not only by the particular type of 
acidic product consumed, but also by the amount, frequency, and consistency with 
which it is consumed. Consumption of acidic dietary products can result in regular 
exposure to dietary acids that can exceed the buffering ability of saliva and cause 
enamel demineralisation and a reduced potential for natural processes of enamel 
remineralisation. In comparison, infrequent or sporadic consumption of acidic die-
tary products does not appear to affect enamel strength as significantly.

These findings suggest that dietary modification, or the adjustment of dietary con-
tent, can be a key factor in managing dental erosion from a preventive perspective. 
Decreasing the occurrence of consumption of food or drink that is acidic, and de-
creasing the length of time foods and drinks remain in contact with each other in 
the mouth, as well as providing neutralization solutions after consuming acidic 
foods/drinks, may reduce the likelihood of dental erosion. Additional studies sug-
gest that dairy foods, particularly milk, yogurt and cheese, are helpful to reduce 
enamel demineralization when consumed at the end of a meal, as these foods con-
tain calcium and phosphate which increase the remineralization capacity of teeth; 
they also contain casein phosphopeptide–amorphous calcium phosphate complex-
es which help with remineralization and the buffering of acids (Beresescu et al., 
2025; Chaudhary et al., 2017; Reynolds, 2008; SAMET et al., 2025).

The importance of clinical assessment and education of patients in determining 
who is at greater risk of dental erosion is also highlighted by these findings. The 
inclusion of a dietary assessment during routine dental check-ups for patients may 
allow dentists to detect dental erosion-related issues early and put into place meth-
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ods for preventative treatment for adult patients with frequent consumption of 
acidic food products.

Study Limitations
Nonetheless, there were several restrictions in this investigation that have yet to be 
resolved. As the study has a cross-sectional design, it is hard to know whether acid-
ic food consumption caused any erosion of teeth. Also, as food consumption data 
were collected through self-reports, they may not accurately reflect actual behav-
iour. Furthermore, this research had a small sample size and was only performed 
in one location. Factors other than acidic food consumption that may have affected 
the results, such as salivary flow rate, buffering capacity, and/or social class, wer-
en’t evaluated either. Regardless, this research has provided great detail about the 
impact of an individual’s diet on their dental health.

Conclusion
T﻿he consensus emerging from this research study is that there is a significant re-
lationship between consuming acidic foods frequently and having dental erosions. 
Analysis of dental erosive lesions found that individuals aged 18 to 40 years with 
dental erosion consumed lemon juice, carbonated beverages, sour candies, vinegar, 
and sports drinks more frequently than those without erosive lesions. Other anal-
yses have revealed that not only the types of acidic products consumed are signif-
icant, but the amount and regularity of consumption also play an important role. 
Occasional use of these products may have little or no effect on the development 
of erosive lesions. This insight demonstrates the necessity of implementing pre-
ventive strategies that involve both behavioural modification and protective inter-
ventions. Future investigations may be warranted to establish specific individual 
differences in sensitivity to erosive lesions, taking into account the composition of 
their saliva, genetics, and lifestyle.
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